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Abstract

Although plenty of studies have been conducted over the years, the question of
how lightning is initiated inside thunderclouds is still one of the biggest unsolved
problems in lightning physics. The measured ambient electric field of a thundercloud
is much lower than that of the well-known electric breakdown field. This thesis treats
an experimental and theoretical investigation of discharge inception under different
experimental conditions. In the first part, we investigate the role and availability
of free electrons in the discharge inception process. Streamer initiation under
repetitive pulsed discharges is studied for different gas compositions. In repetitive
discharges, an important point is the role of leftover charges that may induce an
in-homogeneous charge distribution in the discharge gap that can be source of free
electrons production. To address this subject, we measured the inception times
for hundreds of pulses which gives us some insights on the temporal and spatial
distribution of the free electron sources. Next, we introduced a new method in
which a low-voltage pulse is applied between the high-voltage pulses. With this
method, we are able to manipulate the leftover charged species distribution in the
gap and track its effects on the preceding discharges. The results show that the very
first electron for discharge inception can originate from: 1) free electrons or electron
detachment from negative ions close to the electrode, 2) a process that liberates
electrons from immobile sources, or 3) the drift of a region of negative ions towards
the ionization zone. We utilize this method while studying the CO2 gas discharge
as well and find a fundamental difference between the detachment process in CO2

and air discharges which in CO2 discharges electrons can detached in low electric
field region while in air discharges detachment occurs in high electric field region.

Next, a theoretical and experimental investigation of streamer initiation in the
presence of artificial particles with different shapes is provided to investigate lightning
inception near hydrometeors. A hydrometeor is simulated as an individual charged
conductor in zero ambient field. In this model, the feasibility of corona inception
from ellipsoidal hydrometers can be formulated based on the self-sustaining condition
of electron avalanches. In the experimental evaluation, a plane-to-plane setup is
used in which an ellipsoidal dielectric (TiO2, with dielectric properties close to those
of ice) or metal particle is suspended between a plused high-voltage and a grounded
electrode. We can conclude from the theoretical and experimental results that
the streamer onset electric field in the presence of an elongated dielectric or metal
particle decreases with the size of the particles and increases with tip sharpness.



Finally, we discuss the inception of streamers from a laser-induced spark. A
local spark was created by focusing a high-power laser beam between two flat
electrodes. A uniform electric field was applied over this laser discharge, leading
to the initiation of a fast, wide, and diffuse discharge above and below the laser
focal point. By varying experimental conditions, such as pressure, laser power,
and high voltage amplitude, we can conclude that this method is not suitable for
replacing traditional point-plane setups, as the streamers induced have very different
properties. However, it can still be potentially useful in inducing diffuse streamers
with high velocities at specific points in time and space.

All together, this thesis treats the problem of streamer inception by hydrometers
to reveal some of the mysteries of lighting inception.
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1
Introduction

1.1 Thunderstorms set the stage for lightning

Lightning is one of the largest electrical discharge phenomena in nature and is
produced by thunderclouds. A typical lightning bolt has an average current of 30 kA,
a potential difference of 30MV, and a total energy of 1GJ, starting from clouds
and extending a few kilometers to the Earth (figure 1.1.a). This discharge develops
in different phases. The first phase, which is further discussed in section 1.2, is the
initiation of the discharge. Following the initiation phase, self-propagating streamers
begin to develop. Streamers are transient type of gas discharges that propagate
with fast-moving ionization fronts and can branch during their development [1].
Through the streamer-leader transition, when the ambient electric field is high
enough, multiple streamers combine to create a hot and conductive channel called
the "lightning leader". When the leader reaches the ground because of the large
potential difference between the clouds and the ground, a very high current starts
to flow over the established leader channel. In this last phase, known as the "return
stroke", we observe a very visible and bright flash [2], [3].

Besides the cloud-to-ground (CG) lightning and ground-to-cloud (GC), there are
two other types of lightning: cloud-to-cloud (CC) and intra-cloud (IC); IC is the most
common type of lightning [2]. In typical thunderclouds, a positive charge is generally
accumulated at the top and a negative charge at the bottom, which means that the
electric field in a thundercloud is approximately vertical and directed downward [4].
Lightning usually appears in thunderclouds with an altitude of 2-15 km (in the
troposphere). Above this, in the stratosphere, mesosphere, and lower ionosphere,
other electrical phenomena can occur. Sprite streamers (figure 1.1.b), blue jets, and
elves are examples of transient luminous events (TLEs) that can rarely be seen but
are capable of producing electrical phenomena high in the atmosphere [5].

1



2 1.1. Thunderstorms set the stage for lightning

Lightning is also detected on other planets where the atmosphere gas composition
and cloud formation process differ from those of Earth. Emissions from electrical
discharges during Martian dust storms were first detected by Ruf et al. in 2009 [6].
With more or less the same atmospheric composition as that of Mars (about 95%
CO2), lightning has been detected on Venus as well [7].

Because of the large scale of lightning, it is not possible to recreate this
phenomenon in laboratories at full scale. However, the early stage of lightning
development, streamers, can be studied in labs. Streamers are produced in a gap
with high voltage between two electrodes. Often, one electrode has a pointed
tip, connected to the high voltage, and the other, a flat plate or pin electrode,
is connected to the grounded electrode [1].

Figure 1.1: a) CG lightning strokes near Milad tower [8] b) red sprites above
thunderstorm clouds [9] c) streamers in the laboratory conditions. To watch them
in action with a high frames per second rate, scan the QR code right below the images.
Note that the videos are published by different authors than the figures.
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1.2 Lightning inception: A very complicated prob-
lem

In the lightning scientific community, "lightning inception" is considered as the one
of the most difficult unsolved problems in lightning physics. For the first time, this
controversial topic arose in 1945 because of the measurements of a B25 airplane
from active thunderclouds which showed that the maximum ambient electric field
is not higher than 0.4MV/m [10]. This is far less than the classical breakdown
threshold, Ek, which is 1.5MV/m at 500mbar (a typical altitude for lightning
inception [11]). Later, more sophisticated balloon measurements confirmed the
previous claims: no measured electric field was higher than 1/5 of Ek [12], [13].
And that was the beginning of the problem. Before going deep into the challenge,
one issue that may arise here is that invasive in-situ devices (balloons, rockets,
aircraft, etc.) have been used for electric field measurements. Furthermore, not all
measurements were taken during lightning strike occurrence. Recently, indirect VHF
emission measurements from the discharge region at an altitude of 9.5 km showed
an average pre-breakdown ambient electric field of 0.1-0.15MV/m [14]. In another
study [15], SEVAN particle detectors were used to measure the particle-flux rates of
electrons, gamma rays, and muons that arrived at detectors during thunderstorm
activity. The study established a correlation between the electric field strength and
changes in particle-flux acceleration and found that, at an altitude of 3 km, the
maximum strength of the potential difference is about 500MV.

1.3 Discharge inception principles

The main component in discharge inception is the electron avalanche process. In
an electric field, electrons start to accelerate and gain energy. As the electrons drift,
they experience direct impact with neutral molecules and atoms. If the energy
is high enough, the transferred energy from the electron collision will ionize the
neutral molecules, meaning that the neutral molecules can release electrons and
become ionized with an ionization coefficient α. The liberated electron can produce
another electron in the same manner. However, electrons are not only produced
by ionizing collisions but also lost by attachment processes to neutral molecules,
forming negative ions. If electrons attach with an attachment coefficient of η, then
α > η leads to an increase in the number of electrons and consequently an electron
avalanche. The critical electric field, Ek, is defined as the field where α = η [16].
The ionization region (zone) is defined as the region where the electric field is

ashot chilingaryan



4 1.3. Discharge inception principles

higher than the critical electric field (E > Ek). α and η depend on the electric field
and pressure for each gas composition; hence, both are described as a function of
the reduced electric field (E/N). Exited molecules can be produced from electron
impact with neutral molecules in an avalanche and consequently emit photons.
In air, these photons can photo-ionize other gas molecules, meaning that the gas
molecules absorb the photons and liberate electrons (photo-ionization). In the
ionization region, the primary electron avalanche is the first group of electrons that
collide with gas molecules, produce required photons for photo-ionization process.
The secondary group of electrons that are generated from photo-ionization is known
as the secondary electron avalanche. An inception process is self-sustained when
the number of electrons created by primary and secondary avalanches is equal. This
criterion was introduced by Naidis et al. [17] for spherical conductors and later
extended to various pressures and humidity levels by [18] (figure 1.2) .

When the number of electrons in an avalanche reaches a critical value, the
left-behind positive space charge can give rise to an additional electric field, causing
the positive charge to grow and drift in the direction of the electric field. This
is called a "streamer" [16]. This critical value was quantified by Meek [19]. His
criterion states that an avalanche-to-streamer transition will take place when the
positive ion space charge density is equal to K. The value of K can be obtained
by evaluating the following integral:∫ x

0
αeff (z)dz, (1.1)

where x is the distance which the avalanche can travel and αeff = α − η is the
effective ionization coefficient. The Meek criterion has been revisited using diffusion
correction by Montijn et al. [20]. Furthermore, Dubinova in [21] showed that Meek
number of 10 around a dielectric body is sufficient for streamer initiation.

Streamers can propagate with a positive ion front (positive streamers) or electron
front (negative streamers). A positive streamer moves in the direction of the electric
field E. The mechanism of propagation is as follow: electron avalanches develop
towards the streamer head and leave behind a region of positive ions, neutralizing
the head. Now the positive region is the new streamer head and this process
repeats, leading to the propagation of positive streamers in the direction of the
electric field. In this mechanism to initiate electron avalanches, positive streamers
need electron source in from of them. A possible way to produce free electrons
is the photo-ionization process. The excited molecules in the positive streamer
head emit energetic photons, which leads to photo-ionization of front-head neutral
molecules. With this process, an electron can liberate from neutral and initiate
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an electron avalanche. For negative streamers, the streamer head constitutes
of surplus of electrons and propagates in the opposite direction of the electric
field [1]. It should be noted that photo-ionization process is also occurring in
negative streamers, however, since they propagate with electrons, it is not so
essential as it is for positive streamers.

Primary avalanche

Photo-ionized electron

Photon emission

Secondary avalanche

Streamers

E = E
k

Anode 

+

electron

Ionization zone

(a > h)
molecule

photon

electron

+

Figure 1.2: Streamer initiation from a positive sharp tip electrode (anode) based on the
Naidis criterion [17]. To watch a video abstract of inception process scan the QR code.

Thus, to initiate a discharge, two main components are crucial: electric field
enhancement over a large enough distance (to satisfy E > Ek) and the
availability of free electrons. In thunderclouds, a mechanism is needed for
field enhancement to increase the ambient electric field by 10 times. Griffiths and
Phelps in 1976 [22] suggested a model that describes a system consisting of a few
successful positive streamers and can lead to a significant electric-field enhancement
at their origin. Though their model is still one of the most plausible hypotheses
for the lighting-inception problem, one question remains unanswered: How is the
first streamer initiated under sub-breakdown conditions?. Here we introduce two
available theories: lightning inception by RREA and by hydrometeors.
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1.4 RREA: Relativistic runaway electron avalanche
theory

Electrons can gain energy through an electric field and accelerate within this field.
They can also lose energy through collisions, a process often called air friction.
In this balance, when the average energy gain exceeds the average losses, which
happens for electric fields ERREA ≈ 0.285MV/m, the electron can "run away" in
the field and gain large amounts of energy [23]. A recent correction on the classical
friction curve by Diniz et al. [24] using a Monte Carlo approach showed that when
the field is close to 30MV/m, electrons can reach energies of 1 keV which is enough
to overcome the barrier and run away in the field. The signature of runaway
electrons was predicted in 1925 by Wilson, who found that electrons can gain a large
amount of energy through a static electric field via this mechanism [25]. Many years
later, Gurevich et al. [26] suggested that runaway electrons, because of their high
energy, can initiate an avalanche process through electron-air collisions and referred
to it as the relativistic runaway electron avalanche (RREA) process. Because this
process can occur in fields relatively close to thundercloud electric field, RREA was
a major candidate for lightning inception. However, it was associated with some
issues. The main issue was that RREA requires distances on the order of a kilometer
for a significant increase in runaway electrons. Dwyer in two famous papers [23],
[27] proposed another form of the RREA mechanism in which feedback positrons
produced in the head of an avalanche can drift back in the opposite direction of
avalanche growth and initiate a secondary avalanche (Figure 1.3). This process
can sustain the avalanche on a relatively small scale. This scenario may solve the
length problem, However, it opens up another challenge: discharge propagation
velocity in this model is an order of magnitude lower than hydrometeor-initiated
positive streamer development speed [28].

Testing this mechanism in the laboratory is very challenging because of the
small gaps available in the experimental setups. One of the only efforts in this case
is Kochkin [29], where 300 keV electrons produced in a meter-scaled gap discharge
were detected using a 1MV Marx generator.

1.5 Lightning inception by hydrometeors

Above, we stated that a mechanism is needed to enhance the ambient electric
field to initiate a streamer. Hydrometeor-assisted field enhancement can offer a
solution. Hydrometeors are water droplets or ice particles with a large distribution
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Figure 1.3: Partial results of the Monte Carlo simulation that show the relativistic
feedback mechanism developed by Dwyer. Image from [30].

in size and density. They are key elements for the electrification mechanism during
thundercloud development [31]. Because of the high dielectric permittivity of ice
(ε = 90 at low frequencies), the electric field can be enhanced in the vicinity of a
hydrometeor tip, possibly exceeding Ek. Loeb in 1966 [32] suggested hydrometeors
as possible candidates for field enhancement in thunderclouds. At that time, a
major challenge was the hydrometeor shape. Spherical hydrometeors are not sharp
enough to enhance the field at the edges by 10 times. Hence, hydrometeors with
elongated shapes or other mechanisms might be needed, such as colliding raindrops
as proposed by Crabb et al. [33]. The latter was a result of an experimental
study showing that collisions of water droplets can decrease the breakdown of the
electric field below 0.35 MV/m. Though all the hypotheses seem to shape plausible
theories for lightning inception by hydrometeors, Griffiths [34] demonstrated that
below -18°C, the corona current decreases by three orders of magnitude (no more
than 10µA) which is not enough for streamer initiation. This could lead to the
rejection of all previous theories because the actual temperature in thunderclouds
at high altitudes is far below -18°C [35].

This knot was untied about 30 years later by Petersen et al. [36], who used a
laboratory investigation to show that positive streamers can be initiated from ice
crystals at temperatures as low as -38°C. Multiple streamers produced at such low
temperature are enough to start the streamer system mechanism described by Grif-
fiths and Phelps [22]. Apparently the concern related to temperature is unnecessary
and gives us hope that streamer initiation from hydrometeors is a plausible theory.
Now it is time to challenge that by in-situ thunderclouds observations.



8 1.5. Lightning inception by hydrometeors

The first convincing evidences of lightning initiation by hydrometeors has been
presented by Rison et al. [37] who observe very fast (≈ 4-10 ×107m/s) positive
streamers. These fast positive streamers trigger a structure dubbed a "Narrow
Bipolar Event (NBE)" close to the place where hydrometeors are located within
the thunderclouds. They conclude that the initiation of all lightning flashes starts
with an NBE. Later, Marshall et al. [38] argued that paper stating that not all
lightning flashes are initiate by an NBE but most of them are initiated by much
shorter and weaker events. In a recent paper by Kostinskiy et al. [39], they
observe that if hydrometeors are able to enhance the electric field to E ≥ 3MV/m,
they can be a candidate for the inception, otherwise small-scale hydrodynamic
instabilities can initiate positive streamer flashes. As we already know, field
enhancement near hydrometeors depends on the hydrometeor shape and length
which need to be clarified.

Therefore, the dependency of the inception field on hydrometeor shape and size is
an important matter. Dubinova [21] modeled streamer inception near ellipsoidal ice
particles and found that a thin and elongated hydrometeor can decrease the inception
electric field to 0.15Ek. They showed that the requirements for hydrometeor size
and shape resulting from the modeling is very close to the approximate distribution
of ice particles in real thunderclouds. Furthermore, according to their modeling,
streamer development is faster with a fixed dielectric constant of 93 than it is with
ice, where at higher frequencies (≈ 104 Hz) the dielectric constant decreases to about
3. In line with Dubinova’s results, Peterson et al. in a laboratory investigation with
real ice crystals showed that longer and sharper crystals required a lower externally
applied electric field to initiate a positive streamer [40]. However, more controllable
ice crystals with respect to the size and shape were demanded for such research.
For instance, artificial hydrometeors produced from metal or dielectrics can be
an option. This idea was employed in the hydrometeor-based lightning inception
experiments where researchers used an array of spherical conductors suspended
in an induced electric field [41], [42]. Mazur et al. [41] observed bipolar leader
formation from suspended metal balls where positive streamers were initiated first,
followed by negative streamers. The authors did not report any results about the
streamer initiation and development phases. Petersen in an unpublished PowerPoint
file [43] proposed using a large parallel-plate electrode gap with suspended simulated
ice crystals. In line with the previous suggestions we aimed to test the Dubinova
modeling in a laboratory using suspended artificial ellipsoid hydrometeors
between two parallel-plate electrodes (see figure 1.4).

Now we have a theory on field enhancement near hydrometeors, but we should not
forget the second most important component in a discharge initiation: seed electrons.
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Grounded electrode

High-voltage electrode

Figure 1.4: Idea of using ellipsoid dielectric particles suspended between two plane
electrodes to test lightning inception by hydrometeors theory.

1.6 Seed electrons

Having at least one initial electron to start a discharge inception is a must. Without
such a seed electron, it is impossible to initiate a discharge even if the electric field is
far above Ek. The first thought about the source of free electrons in thunderclouds
would be cosmic rays. These are energetic particles originating from outer space
which can liberate electrons from gas molecules via direct impact. However, the
average electron density created by such events is low (1m−3). Moreover, the fast
attachment (<100 ns, see chapter 2 - section 2.4.4) of electrons to O2 molecules
quickly eliminates free electrons from the environment. Rutjes [44] introduced
another mechanism in which extensive air showers can provide these free electrons
with a density of 100 cm−3. These are enough electrons to initiate discharges near
hydrometeors. Lowke proposed electron detachment from metastable O2 as another
possible electron source for the inception process [45]. At a much lower altitude
than thunderclouds, in the laboratory, we have a different situation and perhaps
an easier job to find free electrons. In addition to cosmic rays, other sources
like radioactivity and detachment from negative molecules can also provide free
electrons in experimental setups. Without these, discharges are unlikely to be
initiated, but then we also can use a UV lamp to liberate electrons from metal
surfaces and thereby start discharges more easily. Usually, streamer experiments
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are done under repetitive pulsed discharge conditions. This can induce another
effect in which long-lived species left over from one discharge could influence the
subsequent discharge inception. In the literature, this is called the "memory effect".
The memory effect may depend on various parameters such as applied voltage
conditions and gas composition. We can trace the footprint of this effect on the
measurement of streamer inception time, which is sometimes referred to as a "jitter"
or "delay" in the literature. Though we expect to observe stochastic behavior in
discharge inception with a large jitter, the charged species created during repetitive
pulses can induce localized charged patches that can produce electrons and break
the randomized nature of inception.

Hence, this thesis aims to 1) investigate the possible sources of free electrons
in repetitive pulsed discharges in synthetic air and CO2 gas. This will give us
insight on how memory effect influences the discharge inception in different gas
composition. 2) present a detailed numerical and experimental evaluation on the
lightning inception by ellipsoidal hydrometeors theory.

1.7 Content of this thesis

This thesis is set up in 5 chapters. Chapter 2 and 3 focus on streamer inception
in repetitive-pulsed discharges. Chapter 2 focuses on discharge inception in point-
to-plane geometry in synthetic air and compares the experimental results with
modeling. The modeling of this work was performed by M.S. Andy Martinez from
Centrum Wiskunde & Informatica (CWI). We found a huge discrepancy between
modeling and experimental results, which apparently originated from the memory
effect in repetitive pulsed discharges that were not implemented in the modeling.
This leads us to establish a novel and original experimental method that enables us
to manipulate the leftover charges between two high-voltage pulses.

In chapter 3, we use the idea of the previous chapter to investigate the sources
of free electrons in CO2 gas. This gas has a large number of applications in
industry as well as in fundamental science, for example related to streamers on
Mars and Venus. The experiments gave unexpected results as we found a big
asymmetry in results when the applied voltage bias polarity was inverted. Later,
we found that it occurred mostly because of different gas chemistry and detachment
procedures between air and CO2.

Chapter 4 analytically investigates discharge inception near hydrometeors. This
chapter was developed in collaboration with B.S. Silke Peeters. We extended the
hydrometeor discharge inception model introduced by Naidis [17] for ellipsoidally
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shaped hydrometeors. The results of this chapter enable us to enhance our knowledge
on the influence of the shape and size of hydrometeors on the inception criteria.

Chapter 5 targets the main question proposed in this thesis. We suspended a
ceramic dielectric particle with a dielectric profile similar to that of ice, between
two parallel electrodes. We studied the inception voltage and streamer development
parameters and compared them with those of the metal particles. The results
of this chapter can provide a great deal of information related to the lightning
inception problem.

In chapter 6, we investigate streamer inception from laser-induced ionized patch.
The main aim of this chapter is to create an ionized patch using a powerful laser
between two parallel electrodes. When the electric field is applied over the gap,
we expect to observe streamers initiated from the ionized patch. This work was
performed in collaboration with M.S. Wouter Slot. One of our goals was to bridge
the gap between modeling and experimental works because, in the most of the
streamer modeling studies, streamers are initiated from an ionized patch, whereas
in experiments streamers are initiated from a pin electrode.
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Distribution of inception times in

repetitive pulsed discharges in synthetic
air

Abstract

Knowing which processes and species are responsible for discharge inception is important for

being able to speed up, delay, or completely avoid it. We study discharge inception in 500mbar

synthetic air by applying 10ms long 17 kV pulses with a repetition frequency of 2Hz to a pin-to-

plate electrode geometry with a gap length of 6 cm. We record inception times for 600 pulses by

measuring the time delay between the rising edge of the high-voltage pulse and the signal from

a photo-multiplier tube. Three characteristic time scales for inception are observed: 1) 20 ns,

2) 25µs, and 3) 125µs. To investigate the underlying processes, we apply a low-voltage pulse

in between the high-voltage pulses. These low-voltage pulses can speed up or delay discharge

inception, and our results suggest that the three time scales correspond to: 1) free electrons

or electron detachment from negative ions close to the electrode, 2) a process that liberates

electrons from (quasi)-neutrals, and 3) the drift of an elevated density of negative ions to the

ionization zone. However, each of these explanations has its caveats, which we discuss. We present

a theoretical analysis of the distribution of inception times, and perform particle simulations in

the experimental discharge geometry. Some of the observed phenomena can be explained by these

approaches, but a surprising number of open questions remain.

This chapter is based on [S.Mirpour, A. Martinez, J. Teunissen, U. Ebert, and S. Nijdam.
"Distribution of inception times in repetitive pulsed discharges in synthetic air." Plasma Sources
Science and Technology 29.11 (2020): 115010.]

13
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2.1 Introduction

The properties of streamer discharges (velocity, electric field at the tip, electron/ion
densities in the body and at the tip, branching, etc.) have been widely studied,
see e.g. [1], [46]–[53]. Streamers are important in various fields like high-voltage
engineering, atmospheric discharge phenomena (e.g. lightning), etc. The streamer
inception voltage and the influence of the voltage rise time on this inception voltage
were studied in [54]–[56]. Briels et al. [57] used time resolved optical measurements
to investigate the inception of positive streamers in air. The analysis was focused
on the streamer inception voltage and the reduced streamer diameter. Nevertheless,
the current understanding of the complex interplay of factors governing streamer
inception is still very limited. In the present work we investigate the streamer
inception process in more detail.

As shown in figure 2.1, a positive streamer discharge can start when the electric
field around a conductor or dielectric rises, free electrons move opposite to this
field and travel towards positively charged tips or electrodes. When these electrons
enter a region where the electron impact ionization rate is greater than the electron
attachment rate they can form an avalanche. The electrons replicate rapidly due to
direct impact ionization until the electron density becomes so high that space charge
effects become important. The avalanche(s) can then transform into a streamer
discharge. The so-called Meek criterion [20], [58] is an estimate for the number of
electrons required for this avalanche-to-streamer transition.

We can identify several questions related to streamer inception: Where do the
streamer-starting electrons come from? What can the inception time between an
applied high-voltage and the start of the streamer discharge tell us? Are there ways
to manipulate the inception of a streamer discharge without changing quantities like
pressure, gas composition, applied high-voltage? Answers to these questions can
be useful in high-voltage engineering applications where the inception of streamer
discharges is unwanted or better control over the streamer development is needed.
Somewhat related is a more poorly understood fundamental question [28], [59]:
How does lightning initiate inside thunderstorms when the background electric
field is below breakdown? A big difference with lightning inception and repetitive
pulse discharge inception is that lightning inception is not a repetitive process.
Nevertheless, answering the posed questions in a lab setting with a repetitive pulse
is a first step towards better understanding of the lightning inception process.

Streamer-starting electrons can be provided by a cosmic ray ionization event,
by radioactivity from surrounding material, by gas specific electron sources, and by
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charges in the gap leftover from previous discharges. For N2/O2-mixtures, processes
like detachment from O−2 and O− [60]–[62], can provide electrons to start a streamer
discharge. Li et al. [63] investigated how the time between two high-voltage (HV)
pulses influences positive streamer inception and propagation. It was found that
for short times between two HV pulses positive streamers starting on the second
pulse would follow the paths of the streamers developed during the first pulse.
The general physical mechanism is understood, but the mechanism that provides
electrons for these second-pulse streamers is not clear yet.

The time delay between applying an HV pulse to an electrode and the inception
of a streamer discharge was investigated by Wang et al. [55]. They split the
streamer inception time into two components: the time to reach the inception
voltage, and a statistical time delay due to the random nature of having an electron
in the right circumstances to trigger a discharge. They conclude that the density
and lifetime of O−2 are the two main factors that determine the statistical delay,
and that the statistical delay using a positive lightning impulse voltage follows
a Rayleigh distribution.

Fengbo et al. [64] investigated the voltage recovery rate in spark gaps. They
developed a repetitive nanosecond pulse source and found that by applying a +1 kV
DC bias between two high voltage pulses to their trigger electrode they could reduce
the effect of residual electrons in the discharge gap. This reduction increased the
voltage recovery rate of the pulse source. Moreover, they showed that a higher DC
bias voltage does not change the voltage recovery rate because of the shielding effect
around the electrode. Zhao et al. [65] investigated the influence of memory effect
agents on the streamer evolution in a nanosecond repetitive discharge. They showed
that by applying a superimposed DC voltage bias the number of pulses required to
get breakdown is reduced. This is further reduced by increasing the DC bias until a
minimum is reached. They stated that at high HV repetition frequency the electrons
are attracted towards the anode by a positive DC bias. At low repetition frequency,
they showed that the number of pulses before breakdown decreases. Also, they
observed that the inception moment is delayed under a negative DC voltage bias.

In this work, we have taken these prior investigations as a basis for new advanced
experiments and numerical models. These will give a more detailed insight into the
relevant mechanisms and species involved in the inception of repetitively pulsed
discharges in synthetic air. We experimentally studied the statistical distribution of
the inception time (tinc) and how this distribution can be manipulated. We have
detected three distinct peaks in the distribution of tinc which implies three different
processes for triggering a discharge in the experiment.
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We also found that the histogram of inception times tinc could be manipulated by
applying a low-voltage (LV) pulse between two HV pulses. This LV pulse influenced
the residual charged species in the discharge gap. This method allowed further
investigations of the processes responsible for each peak in the tinc histogram. We
investigate possible sources of the three peaks: free electrons or quickly detached
electrons from negative ions, Penning ionization, and drift of negative ions to
the ionization zone.

A particle model for the electrons with Monte-Carlo based collision sampling
(MCC) was used to further substantiate the arguments made for the sources of
each peak in the tinc histogram. The particle model is described in [66] except
that in the current investigation of the avalanche phase, the electric field does
not change in time. We have also tracked O−2 as particles drifting in the electric
field and eventually detaching electrons.

This chapter is organized as follows: In section 2.2 we describe the experimental
setup, applied conditions, and diagnostic methods. Section 2.3 discusses estimates
of initial conditions for the simulation model. Section 2.4 explains the simulation
model. Section 2.5 shows the results and discussion of the baseline experiment
and different variations of the LV pulse parameters (polarity, width, and time
between it and the HV pulse). Finally, in section 2.6 we summarize the chapter
and list the open questions.

2.2 Experimental Setup

2.2.1 Experimental conditions

All experiments in this study are performed with a point-to-plane electrode geometry
(shown in figure 2.2) in which the electrodes are separated by a distance of 60mm.
The powered electrode, anode (with a tip radius of about 100µm), is connected to
the HV circuit which consists of an HV solid state push-pull switch (Behlke HTS
301-10-GSM) and a 200 pF capacitor. This produces voltage pulses with amplitudes
of 17 kV, pulse widths of 10ms, and rise times of about 40 ns. The pulses were
applied with a repetition rate of 2Hz. We chose this frequency to have a shorter
acquisition time. The background pressure level in the vessel was 1mbar and the
working pressure was 500mbar. Synthetic air (80% N2 + 20% O2) with less than 1
ppm impurity was used. The humidity level outside of the vessel was measured at
around 47%. During the entire experimental period the vessel was kept closed. We
have not seen any noticeable changes in the tip curvature and the obtained results
were well reproducible (the baseline experiment was the same in each experiment).



2. Discharge inception in synthetic air 17

ra>h

h>a

Ionization

 Zone

...

Detachment

Attachment

+

e

O
2

E

+

GND

500 mm

Figure 2.1: The inception process in which a free electron or an electron detached from
a negative ion can enter the ionization zone and trigger the inception process (not to scale,
r = 100µm). α and η represent the ionization and attachment coefficient respectively.

To study how residual charges influence the streamer inception, in most experi-
ments we applied an LV pulse between each two HV pulses. This was possible via a
second custom-built push-pull switch which can apply a bias to the negative side of
the HV switch. With that, we were able to make a bias with variable voltage (Vb),
width (tLV−dur), and time before the HV pulse (tLV−sep). In the case of tLV−sep= 0, the
LV pulse attaches to the HV pulse. The applied Vb was always plus or minus 300V.

2.2.2 Measuring inception time tinc

A photo-multiplier tube (PMT, Hamamatsu H6779-04) was placed behind a window
of the vessel to capture photons produced by the discharge around the anode tip.
The PMT has a response time of less than 2 ns (according to the datasheet) and
can measure the photons emitted in the inception process. The output signal was
collected by a 12 bit HD 6104 Teledyne Lecroy oscilloscope with a maximum sample
rate of 500MS/s. Such a measurement was generally done for 600 cycles per setting.
We consistently observed only one inception for each 10ms HV pulse. From these
results we established for each cycle the temporal delay between the moment the HV
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pulse reaches 10% of its maximum and the moment that the PMT reaches 10% of its
maximum, which would indicate streamer inception. We call this temporal delay the
inception time tinc and have indicated it in figure 2.3. The estimated total error in
tinc is less than 5 ns. Next, a histogram of the tinc values was made. For histograms
with logarithmic bins we used a binning function which divided the data into 700 bins
in a logarithmic scale starting from 10 ns to the logarithm of the maximum of the
tinc (with the MATLAB function of logspace(log10(0.01), log10(max(data)),
700)), and for the linear bin histogram (figure 2.13) we divided the data into 100
bins. Note that for low-time bins ( ns time range) the histogram is sparsely filled
due to the limitation of the oscilloscope memory in long-acquisition windows. This
results in a coarser effective bin spacing for these conditions.

2.2.3 ICCD imaging of streamers

An intensified CCD (ICCD, Andor Technology iStar) with nanosecond gate and
a Nikkor UV 105mm lens f/4.5 was used to image the discharges. The images
presented in figure 2.2c-e are rendered in a false-colour scale for clarity.

The criterion used for detecting streamer inception is the moment when the
PMT shows a peak which is three times higher than the average background noise
of the PMT signal which may be originated from ambient light or electronic noise.
Note that the very first few pulses after starting the experiment were not included
in the measurements to avoid any start-up effects. We found that in all cases
exactly one discharge inception event per HV cycle was observed. This means
that the discharge inception probability was 100% for all experiments done. The
criterion for streamer inception detection was tested using the ICCD camera. In all
cases, we found that whenever the PMT detected streamer inception, the ICCD
images also showed a developed streamer. The images also show that most of the
streamers reach the grounded electrode (see below).

Every time an experimental parameter was varied (pressure, applied voltage,
pulse duration, etc.) the system was evacuated to a background pressure of about
1mbar and then refilled with synthetic air. This procedure removed any species
produced by preceding experiments.

2.3 Estimate of initial conditions

Figure 2.2c-d shows ICCD images of streamers with and without applying an LV
pulse. The inception cloud, which has been introduced in [57], is smaller when an LV
pulse with tLV−sep = 0 and tLV−dur = 50ms is applied before the HV pulse. Note that
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Figure 2.2: a) Schematic view of experimental setup with HV power supply connected
to the anode (not to scale), b) schematic of experimental vessel. The large disc above
the anode tip is a teflon disc to separate the high-voltage from the top of the vessel. c-e)
Discharges in 500mbar synthetic air with HV amplitude of 17 kV and repetition rate of
2Hz. c) without applying LV pulse, d) with applying positive LV pulse tLV−sep = 0 and
tLV−dur = 50ms. The gate time of the camera is 10µs. e) Glow observed after a streamer
burst, the glow lasts for the remaining duration of the HV pulse.
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applied HV and LV voltage with PMT signal output.

later we will discuss that after the application of such a positive 50ms LV pulse (see
figure 2.11e) most discharges occur during the rise-time of the HV pulse, i.e., within
the first inception peak (to be defined later). Based on these observations, we may
conclude that the negative ions which accumulate around the anode during the LV
pulse initiate the discharge faster and hence the inception cloud breaks up already
during the rise-time of the HV pulse, and hence stays smaller, as the maximal radius
is given by voltage over break-down field [57]. A more comprehensive explanation
will be given in the coming section. Except for this observation, no significant
differences in streamer propagation and branching were found in the streamer images
with or without application of a LV pulse. There were also no differences observed
between the images of streamers initiated in the first, second, and third peak.

After the streamer burst we observed a DC glow (figure 2.2e), often called
Hermstein glow [67], which lasts during the remaining duration of the HV pulse and
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uniformly covered the powered electrode tip [68]. The DC glow contains negative
charges, screens the local electric field near the electrode tip, and prevents the onset
of a new streamer. Generally, the DC glow together with the streamer channel leave
ions and excited species behind which can play a significant role in the emergence
of streamers during the next HV pulse.

Here we estimate the density and distribution of the ions left behind by a
streamer channel at the beginning of the next HV pulse. Electrons are not taken
into account in this estimation (and future simulations) since they will attach very
quickly after they have been produced (see also figure 2.8). At ground level the
majority of background ionization is produced by radioactive decay [69], mainly
by radon which produces alpha particles which in turn create electron-ion pairs
by disintegration. This process can produce a background ionization level of 103–
104 cm−3 (predominantly in the form of positive and negative ions). Since we
perform our experiments in a metallic vessel which stops alpha particles after tens
of µm, the background ionization due to radon decay inside the experimental vessel
will be substantially lower. Cosmic ray ionization events can still occur inside
the metallic vessel, but for the free electrons to have an effect on the discharge
inception, before they become attached, they would need to be present in the
small ionization zone around the HV pin electrode (yellow zone in figure 2.3) at the
moment the HV pulse is turned on (or before the attachment time on the order of ns).

Following the arguments in [70], the ion density changes due to diffusion and recombi-
nation

∂tni = Dion.∇2 ni − krec.n2
i (2.1)

where ni denotes the density of both positive and negative ions, and net charges and
electric fields are neglected. Dion = 0.1 cm2

s and kreq = 2.6 · 10−6 cm3

s are diffusion
coefficient and recombination rate at 500 mbar in air, respectively [70]. Note that
we assumed that the positive and negative ion densities are equal. It is possible
that there may be a small or local imbalance in charged species densities which
would be able to severely affect the recombination rate. The initial condition for
this equation consists of a Gaussian streamer channel centered around r = 0 with
ni = nchannel · e−r

2/R2 with nchannel = 1014 cm−3 and R = 0.3 mm, and an initial
background ionization of 0.1 cm−3. These values are derived from an actual streamer
observed by an ICCD camera and described in [70]. Fig. 2.4 shows this estimated
initial ion density after the end of the HV pulse as t = 0 and its temporal evolution
under diffusion and recombination until the next HV pulse at t = 0.5 s. Within
these 0.5 s between the pulses, the ionization density decreases to about 105 cm−3
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on the streamer axis and the spatial profile becomes wider due to diffusion. The
ionization density stays approximately constant up to a radius of 0.5 cm. (We
remark that we used ∂rni = 0 as a boundary condition at r = 1.5 cm, which
imitates the next streamer channel being at 3 cm distance.)

The calculated initial ion density of 105 cm−3 is several orders of magnitude
larger than the largest initial O−2 -ion density of 10 cm−3 used in the simulations
presented in this chapter. The results for these simulations are shown in figure 2.14c
and will be discussed in a later section. The main point to be discussed here is that
if a density of 10 cm−3 (or larger) is used as an initial homogeneous O−2 -ion density,
all inception times tinc are smaller than 1µs which does not match with experiments.

A possible explanation for this discrepancy is the formation of O−3 and NO−3 .
Popov [71] has shown that already after 10ms of diffusive expansion of a streamer
channel in air at atmospheric pressure the main negative ions are O−3 and NO−3
with other ions like O−2 having a substantially lower contribution to the total
negative ion density. O−3 and NO−3 have an electron bonding energy 4 and 7 times
higher than O−2 respectively. This means that detachment from these negative
ions does not occur as easily as from O−2 .

O−3 and NO−3 will serve as an effective electron sink. The result is that when
the next HV pulse is applied, only a small fraction of negative ions (mainly the O−2
ions) will be able to detach an electron which can initiate the discharge. Further
chemical modelling is needed to investigate this in the future.

2.4 Simulation Model

2.4.1 Particle model

We have developed a particle model to simulate the inception behavior. In this
model, electrons and negative oxygen ions (O−2 ) are tracked as particles moving
through a constant background of N2 and O2 molecules under the influence of
the local electric field. Table 2.1 shows the plasma-chemical reactions included
in the model; they include electron impact ionization, electron attachment and
detachment and photo-ionization.

The electrons were moved with a 3D particle model using a Monte-Carlo based
collision sampling (MCC) technique, as described in [66], to take collisions with
the neutral background gas into account. A Velocity Verlet scheme was used to
advance the electrons. The axisymmetric electric field was kept static throughout
the simulations. This field was interpolated to the particle positions by converting
the Cartesian particle coordinates (x, y, z) to (r, z) coordinates.



2. Discharge inception in synthetic air 23

0.0 0.5 1.0 1.5
10-2

10-1

100

101

102

103

104

105

106

1011

1012

1013

1014

n 
(c
m
-3

)

r (cm)

 t = 0.0 s
 t = 0.1 s
 t = 0.2 s
 t = 0.5 s
 t = 0.7 s
 t = 1.0 s

Figure 2.4: Ionization density ni as a function of radius r for different times t after the
streamer discharge, as described in the text.

The availability of cross sections for O−2 collisions with neutral gas molecules
is limited. The motion of these ions was therefore modeled by using a mobility
coefficient µ. Their drift velocity is then given by v = −µE, where E is the electric
field at the location of the O−2 ion. This drift approximation was deemed acceptable
since the O−2 ions only serve as an electron source through detachment.

The mobility of O−2 as a function of the reduced electric field was taken from
the VIEHLAND database [79]. This mobility is reported for air at STP conditions
and was scaled to a pressure of 500mbar using µ = µSTP

NSTP
N

, with µ and µSTP
the mobility at 500mbar and at 1 bar respectively, and N and NSTP the number
density of the gas at 500mbar and at 1 bar respectively. This tabulated database
was linearly interpolated to obtain mobilities corresponding to electric fields which
are not explicitly included in the database.

Experimentally measured detachment rates were fitted by Pancheshnyi [61]
to obtain the following approximation for the electron detachment rate from O−2 :
r = Ngask0 exp −∆ε

θ
. Here, Ngas is the number density of the gas, and k0 =

(1.22 ± 0.07) 10−11 cm3s−1 and ∆ε = 0.78 ± 0.03 eV are the fit parameters used
for the Arrhenius approximation. Furthermore, θ is the effective ion temperature
calculated as θ = π

2mionv
2
ion + kBTgas where mion and vion are the mass and velocity

of the ion respectively, kB is Boltzmann’s constant and Tgas is the temperature of
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Elastic e− + N2 → e− + N2 (∗)
e− + O2 → e− + O2 (∗)

Ionization e− + N2 → 2e− + N+
2

e− + N2 → 2e− + N+ + N
e− + N2 → 3e− + N2+ + N
e− + O2 → 2e− + O+

2
e− + O2 → 2e− + O+ + O
e− + O2 → 3e− + O2+ + O

Attachment e− + O2 + O2 → O−2 + O2 (�)
e− + O2 → O− + O

Excitation e− + O2 → (?)
e− + N2 → (?)

Photo-Ionization (‡) 1) e− + N2 → e− + N∗2
2) N∗2 → N2 + γ
3) γ + O2 → e− + O+

2
Detachment (4) O−2 + M → O2 + e− + M

Table 2.1: Reactions included in the particle model with M = N2 or O2. Cross sections
were taken from the Itikawa database [72]–[74]. (�) 3-body attachment was taken from
the Phelps database [75] and was only taken into account for the case where O2 is the
third body. According to reaction rates for 3-body attachment reported in [76] the 3-body
attachment with O2 as third body is almost 50 times higher than with N2 as the third
body. (∗) Elastic momentum transfer cross sections were taken from the Itikawa database
to use as elastic scattering cross sections. Since the particle model only has isotropic
elastic scattering this is a valid approximation to make. (?) All excitation reactions for
N2 and O2 which were listed in the Itikawa database [72] were taken into account; listing
them here would clutter the reaction list. (‡) Photo-ionization was included using a
stochastic version of Zheleznyak’s model [77], as was done before in [78] and [66]. (4)
The detachment reaction rate was taken from [61].

the gas. The detachment rate is used as a collision frequency for the O−2 -ions so that
the null collision method can be used to stochastically determine if a detachment
reaction takes places in a given timestep for a given O−2 -ion.

2.4.2 Electric field

The electrode geometry, shown in figure 2.5a, was drawn in a CAD program according
to the dimensions of the experimentally used electrode. To calculate the electric field
distribution, this CAD drawn electrode geometry was imported into COMSOL [80]
where the cylindrical symmetry of the problem was used. The boundary conditions
for the scalar potential φ were set to: ∂φ

∂r
|r=0 = 0, ∂φ

∂r
|r=7.5 cm = 0, ∂φ

∂z
|z=13 cm = 0,

φ|z=0 = 0, and φ|pin = V (where V is the applied voltage to the pin electrode). The
rise time of the experimentally used voltage source was not taken into account in
the simulations. Since we only have negative ions as initial condition in section 3
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Figure 2.5: The computational domain for a) the electric field computation with
COMSOL (included are scalar potential contour lines), and b) the particle model. The
COMSOL domain uses cylindrical coordinates while the particle model uses 3D cartesian
coordinates in a box of 15 × 15 × 7.2 cm3. The coloured spheres in b) represent O−2
ions placed homogeneously in the simulation box (in this particular figure a density of
0.1 cm−3 was used which equals 128 ions). The green highlighted area represents the
position where an inhomogeneous distribution of O−2 -ions was placed in some simulations
to obtain the histograms in figure 2.14d.

the rise time of tens of ns would not have a substantial effect. In choosing these
boundary conditions we neglected the influence of the teflon disc above the needle
electrode at z = 13 cm. Because the teflon disc is so far away from the discharge
region and the dielectric constant of teflon is only around 2, we can assume that it
would not influence the discharge considerably. The reduced electric field on the
axis of the discharge gap is shown in figure 2.6, for the case of an applied voltage
of 300 V (the LV pulse) and of 17 kV (the HV pulse).

This electric field was imported into the particle model and assumed to remain
constant in time during the inception phase, i.e., space-charge effects as they occur
later in the streamer phase are neglected. The simulation domain is shown in
figure 2.5b; it is a cube of 15 × 15 × 7.2 cm3 which completely covers the 15 cm
diameter grounded electrode and the full discharge gap.
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Figure 2.6: The reduced electric field E/N (where N is the gas number density) in
Townsend on the axis of the gap for 500mbar synthetic air at 300K. Blue (left) y-axis
shows the values for an applied potential of 300 V, red (right) y-axis shows the values for
an applied potential of 17 kV. The maximum reduced electric field at the tip of the pin
electrode (x = 0) was 24 Td for 300 V applied and close to 1200 Td for 17 kV applied.
The bottom grounded electrode is at x = 6 cm.

2.4.3 Inception time tinc

In the experiments, the inception time tinc was measured as the time from the
application of the high voltage pulse until the time of light emission from the
discharge. In the simulations, the presence of 106 electrons was used to determine
the moment of inception, as was also done in previous inception simulations [81].
We assume the presence of 106 electrons indicates rapid and continued discharge
growth, due to additional electron avalanches caused by photo-ionization.

2.4.4 Drift and reaction times

To guide the interpretation of the experimental results, we here discuss relevant
drift and reaction times.

Figure 2.7 shows the drift time tdrift(x) of electrons and O−2 ions from a distance
x to the pointed electrode at x = 0 on the axis of symmetry. It is calculated as

tdrift(x) =
∫ x

0

1
µ(E)E(x′)dx

′, (2.2)

where µ is the mobility of the respective species, and E(x) the electric field on the
axis, see figure 2.6. The two axes on the left of Figure 2.7 show the drift time of
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Figure 2.7: Drift time on the axis of symmetry of an electron (left) or an O−2 ion (right)
from a distance x to the pointed electrode at x = 0 when a voltage of 300V (inner y-axis)
or 17 kV (outer y-axis) is applied across the gap. Calculated using (2.2). Only a single
line is drawn because the different mobilities and voltages only change the slope of the
drift time curves which can be reflected in the y-axis scale.

electrons either in the high voltage (HV) of 17 kV or in the low voltage (LV) of
300 V, and the two axes on the right show the same for O−2 ions, in the inverse
order of LV and HV. To cross the gap of 6 cm on the axis of symmetry, electrons
need around 1.8µs under HV conditions and 20µs under LV conditions, and O−2
ions need around 490 µs (HV) and 27.5 ms (LV).

The charged species do not only drift in the field, but they also react, and
characteristic times for electrons as a function of reduced electric field are plotted
in Figure 2.8, namely the attachment time, the detachment time and the impact
ionization time as a function of the reduced electric field. The breakdown field is
indicated as well; for higher fields electron avalanches grow.

2.5 Results and Discussion

2.5.1 Baseline Experiment

In our baseline experiment, we applied HV pulses of 17 kV with a duration of 10ms
to artificial air at 500 mbar, and we repeated this 6000 times with a repetition
frequency of 2Hz. The histogram of inception times tinc is displayed in figure 2.9a
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Figure 2.8: Attachment, detachment and ionization time of electrons in an 80/20 N2/O2
mixture at 500mbar. The detachment time from O−2 was calculated from formulas given
in [61]. The attachment and ionization time was calculated from cross sections of Itikawa
[72]–[74] and for the 3-body attachment from Phelps [75] which were input into BOLSIG-
[82], [83] to calculate reaction rates.

on a logarithmic scale for the time, where the size of the time bins is scaled as
log t. The histogram shows that there are three distinct peaks in this distribution,
namely at around 20 ns, 25µs, and 125µs. The aim of the chapter is to study the
conditions for these three peaks to form and to understand their physical nature
as far as possible — though puzzles remain.

It is clear that a discharge starts from an impact ionization avalanche of electrons
in the high field zone near the pin electrode. And our simulations confirm that one
initial electron in this region can start sufficient electron multiplication to start a
discharge, at least when it is initially near the symmetry axis of the set-up. So
the relevant question is: where do these initial electrons come from, when and how
many? And the fact that there are three distinct inception time peaks suggests,
that there might be three distinct sources for these electrons.

In a first step, we have checked whether there is any temporal correlation between
discharges of the three different peaks. Figure 2.9b shows the tinc histogram for
the discharges immediately before a discharge with a tinc in the first peak, and
panels c and d show the same for the second and third peak. We see that the
histograms in figure 2.9b-d all retain the same structure as the baseline figure 2.9a,
up to differences due to the different total number of discharges. This means that
the inception times tinc for two consecutive discharges are uncorrelated.
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Figure 2.9: Histogram of discharge inception times tinc with a1) linear and a2) logarithmic
bins for 6000 discharges in the baseline experiment. For the logarithmic plot the bin size
scales with log t, but note that for the smallest timescales most bins are empty due to
sparse oscilloscope sampling (low sampling rate). The graph in the upper left corner of
panel a) indicates the voltage wave form, a sequence of high voltage pulses. The graphs
in the second row show the histogram of tinc for the pulse preceding b) the first peak, c)
the second peak, and d) the third peak. The contribution of the first, second, and third
peak is 3.4%, 60.9%, and 31.8%, respectively. Note that the second peak is not covering
all of the data between the first and the third peak.

2.5.2 Baseline theory

Before embarking into a more detailed discussion of the experiments, let us first
state what we expect in the simplest case: a homogeneous distribution either
of electrons or of O−2 ions.

Let us assume in a first step that electron reactions like impact ionization or
attachment as well as electron diffusion can be neglected. In this case the electron
flux j in an electric field E is j = µe(E)E ne where ne is the electron density. We
can neglect space charge effects on the inception process itself because space charge
densities of such magnitudes that they have a significant effect on the electric
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field contradict with the observed stochastic behaviour of the inception delay. If
the mobility µe does not depend on the electric field, and if there are no space
charges ∇ · E = 0, then a homogeneous electron density will stay homogeneous
while drifting in the field, as

∂tne = −∇ · j = −∇ · (µeE ne) = 0, (2.3)

according to the conservation law of electrons and to the assumptions above. This
means that at any moment in time the same flux of electrons passes at any point in
space, independently of the precise electric field configuration. In particular, the
electron flux arriving at the high field zone near the electrode is constant in time.

As shown in A.1, the probability density of inception can then be approximated
by

f(t) = N/tmax (1− t/tmax)N−1, (2.4)

where N denotes the initial number of electrons (or O−2 ions) equally distributed
in some volume around the electrode and tmax is the maximal drift time of these
particles towards the electrode. As discussed in A.1, equation (2.4) depends to a
good approximation on the ratio N/tmax, which can be interpreted as the number of
particles reaching the electrode per unit time. Figure 2.10 illustrates the dependence
of equation (2.4) on N and tmax. In all cases, the probability of inception decreases
with time, but this happens more rapidly for larger values of N/tmax. The mean
inception time given by equation (2.4) is tmax/(N + 1); this time scale decreases
approximately like the inverse of N/tmax.

The above analysis applies to both electrons and O−2 ions, but with a longer
time scale for O−2 ions due to their smaller mobility. These ions will drift in the
field until they reach the high field zone, where they detach an electron that can
start an avalanche and a discharge. In the experiments, we expect to have mostly
negative ions at the beginning of the HV pulse, since the time scale for electron
attachment in the absence of an electric field is on the order of 10 ns, see figure 2.8.

Comparing the analytical estimate for the histogram of inception times tinc in
figure 2.10 with the experimentally observed histogram in figure 2.9 we see that
there is a strong deviation from the analytical estimate, with three peaks in the
distribution rather than one continuous decrease. Therefore at least one of the
assumptions above must be wrong. This could for example happen when:

• There is more than one species involved.

• The species are initially not homogeneously distributed.
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Figure 2.10: Analytic estimate of the inception probability versus time as given by
equation (2.4). N represents the initial number of particles and tmax their maximal drift
time to the electrode, see the text for details. Note that the inception probability depends,
to a good approximation, on the ratio N/tmax. Surprisingly, our experimental results do
not resemble the curves shown here.

• Attachment or ionization reactions cannot be neglected along the path of the
charged species or there is another reaction liberating or binding free electrons
under specific conditions.

• There are space charge effects, hence ∇ · E 6= 0.

• The mobility of the species is strongly field dependent.

In the following sections we will discuss each peak in the distribution of inception
times, and how and why they deviate from the analytical estimate above.

2.5.3 The first peak

In the inception time histogram, shown in figure 2.9a with a statistics over 6000
discharges, the first peak occurs between 10 ns and 100 ns which is several orders of
magnitude earlier and shorter than the two other peaks. The first peak accounts
for about 3.4% of all inception events.

There are essentially two possible sources for this early peak: either free electrons
are already available when the HV pulse starts, or there are particles, e.g., O−2
ions, that rapidly release electrons at that moment.
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Electrons are quite unlikely to be present at the beginning of the HV pulse,
since according to figure 2.8 they attach to oxygen on a timescale of 10 to 100 ns
for electric fields well below the breakdown value. Therefore electrons produced
during a previous HV pulse will attach between the pulses. It is reasonable to
assume that free electrons already present in the gap when an HV pulse is applied
were not produced by a previous discharge, but by rare events like cosmic rays
or radioactive decay of materials present in the lab.

O−2 -ions could be a source of free electrons as figure 2.8 shows that a detachment
time smaller than 100 ns occurs for a reduced electric field larger than 120Td. Figure
2.6 shows that this reduced electric field is found for distances smaller than 0.06 cm
from the pin electrode when a potential of 17 kV is applied. This shows that ions very
close to the pin electrode can detach an electron sufficiently rapidly to produce the
first peak. The region of space extending to a distance of 0.06 cm will be called the
active zone for the rest of the discussion of the first peak. The following discussion
will assume O−2 -ions to be the main contributor to the discharges belonging to the
first peak (in principle any detaching negative ion can contribute to the discharge
inception, but for our experimental conditions O−2 will be the most prevalent [61]).

Hypothesis: electrons detaching from O−2 in the active zone as the source
of the first peak

To test whether O−2 -ions were present before an HV pulse, we applied a positive
LV pulse of 300V with a duration of tLV−dur = 1ms or longer and immediately
before the HV pulse (tLV−sep = 0). The goal was to pull all negative ions in the gap
towards the pin electrode during the LV pulse without triggering a discharge.

The histogram of inception times for 600 repetitions of the pulse experiment is
shown in figure 2.11b; it shows that the first peak is removed. The removal of the
first peak can be explained in the following manner: As O−2 -ions are drawn closer to
the electrode at a certain point they will be too close to the surface of the electrode
for a detached electron to produce a large enough avalanche to initiate a discharge.

A new question arises when we follow this reasoning: Why wouldn’t O−2 coming
from further in the discharge gap ’replace’ the O−2 that are now pulled too close to
the pin electrode and thus keep the first peak unchanged? This can only happen if
the density of O−2 -ions is higher in the active zone than in the region of space from
which O−2 -ions could travel towards this active zone during the LV pulse. It remains
unsolved as to what would cause such a difference in O−2 density. A possible source
of a higher density of O−2 ions close to the pin electrode could be the continuous
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Figure 2.11: Histograms of discharge inception time tinc for 600 discharges produced
a) for no LV pulse and by applying a 300V pulse for tLV−dur = b) 1, c) 5, d) 10, and e)
50ms, f) a DC bias before a 17 kV pulse of 10ms with a repetition frequency of 2Hz.

glow discharge observed after a discharge has been triggered but before the HV
pulse is turned off. This glow discharge has been discussed in section 3.

Figure 2.12 shows the effects that a -300V LV pulse has on the tinc histogram.
For any duration tLV−dur (1ms, 5ms, 10ms, 50ms, and DC) of the LV pulse,
O−2 should drift out of the active zone according to the calculated drift times in
figure 2.7. This would mean that the first peak should not be present anymore
in the tinc histogram or be shifted to higher tinc accounting for the drift time of
O−2 -ions. Figure 2.12b-f shows that the first peak remains present for times below
100 ns, just as without an LV pulse.

A possible explanation is that the electric field off-axis of the discharge gap
is much lower which would keep at least some O−2 -ions in the active zone during
a negative LV pulse. This is a reasonable explanation for the short LV pulses
(tLV−sep ≤ 10ms), but should still not be able to explain the results for tLV−sep

= 50ms or negative DC.
Another explanation can be the emission of electrons from the electrode due

to impact/absorption of the positive ions. The kinetic energy of the positive ions
will be much lower than the work function of the electrode, but if the positive ions
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Figure 2.12: Histograms of discharge inception time tinc for 600 discharges produced by
applying a -300V pulse for tLV−dur = b) 1, c) 5, d) 10, and e) 50ms, for a) no LV pulse
and f) a DC bias before a 17 kV pulse of 10ms with a repetition frequency of 2Hz. Note:
The y-axis of each histogram is different which can give the impression that the first peak
strongly changes in height depending on tLV−dur which it does not.

are in a more energetic state (increased internal energy) then a surface reaction
might occur which emits an electron.

2.5.4 The second peak

Experimental evaluation

The second peak in the inception time histogram in figure 2.9 occurs around 25µs.
We re-plot this data in figure 2.13a in a linear scale to better investigate this
source of discharge inception. The results of applying a positive or negative LV
pulse, with different tLV−dur, before the HV pulse (tLV−sep = 0) are plotted on
a linear scale in figure 2.13b-f.

We see in figure 2.13b-f that the second peak does not shift significantly to
lower or higher tinc. The first and third peak shift substantially more and, in figure
2.13d, the shifted third peak ’eats up’ part of the second peak. These results
suggest that the source of the second peak is not measurably influenced by the
electric field produced by the LV pulse.
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Figure 2.13: Characterization of second peak (red bars) after applying positive (b-d)
and negative (e-f) LV pulses with 300V amplitude and varying tLV−dur. Note: The peaks
of this histogram are clipped at 30 counts. This figure is mainly to show relative shifts of
the second peak to the other peaks. For absolute counts refer to figure 2.11 and 2.12.

For one set of 600 discharges we decreased the repetition frequency of the HV
pulses to 0.2Hz to investigate its effects on the second peak. Figure 2.17a shows
the effect that this repetition frequency change had on tinc. We see that decreasing
the repetition frequency causes the first and third peak to completely disappear
while keeping the second peak intact. The source of the second peak seems to be
able to live for at least 5 seconds without an applied electric field.

We would also like to remark that we had to open up the vessel once for
maintenance. When we closed the vessel and pumped the pressure down to 500mbar,
the second peak was completely removed from the tinc histogram. After pumping
the vessel down for a week we measured the tinc histogram again and found the
histogram as in figure 2.9 again. We think that by opening the vessel we allowed
H2O to enter the vessel. From [45] we know that H2O is an effective quencher of
excited O2 and N2 states which could correspond with the removal of the second
peak. Since H2O is not easily pumped out of the vessel we required a week to
obtain the original synthetic air composition of 80% N2 and 20% O2.

In the following section we will discuss several hypotheses which could explain
the different experimental observations about the source of the second peak (No
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measurable effect of an LV pulse, only peak which remains when the repetition
frequency is reduced to 0.2Hz, and removal of only this peak when the vessel
was briefly opened).

Hypothesis

The first peak has been argued in the previous section to be caused by discharge
inception by free electrons or O−2 already present in the discharge gap when the
HV pulse is applied (or created shortly thereafter).

Since the first peak is influenced strongly by applying an LV pulse before the
HV pulse and the second peak is not, we think it is likely that the second peak is
caused by electron creation processes involving only neutral species.

One hypothesis would be the production of electrons due to Penning ionization.
We worked in an N2/O2 gas mixture so we can identify various Penning ionization
reactions from literature [84]:

N2(A) + N2(a’)→ N+
4 + e− (2.5)

N2(A) + N2(a’)→ N+
2 + N2(X) + e− (2.6)

N2(a’) + N2(a’)→ N+
4 + e− (2.7)

N2(a’) + N2(a’)→ N+
2 + N2(X) + e− (2.8)

However, the lifetime of the excited states N2(A) and N2(a’) are determined
by quenching reactions with O2 as shown in [85]. At a pressure of 500mbar these
quenching reactions will have a timescale on the order of 10 to 100 ns. Taking
these quenching reactions into account we can assume that the density of N2(A)
and N2(a’) will be very low after the 100s of ms that the HV pulse was off and
thus cannot explain the second peak.

Another possible explanation for the second peak could be that there are
quasi-neutral patches of charged species which, due to their space charge effects,
cannot be pulled apart by the field created by the LV pulse (or DC), but the large
charge densities required for this are not consistent with the observed stochastic
inception behaviour.
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2.5.5 The third peak

Source of Electrons

The third peak in the baseline experiment occurs around 125µs. The histogram
obtained when we applied a 300V pulse for 1ms before the HV pulse, shown in
figure 2.11b, shows that the third peak shifted to lower tinc. This shift can mean
one of two things: either the source of electrons shifts closer to the electrode, or
the process to produce an electron is sped up.

Theoretical results obtained by assuming that the third peak is caused by a
source of electrons which can move due to the application of an LV pulse match
well with the experimental observations. For this reason the following analysis
will start from this assumption.

Hypothesis: Drift time of O−2 as the characteristic time of the third peak

Assuming that the inception time for the third peak is caused by the drift time of a
negative ion (e.g. O−2 ) we can calculate whether the shift of the third peak, when
applying a positive LV pulse, corresponds to the movement of negative ions during
the positive voltage pulse. In the following calculations the drift of the negative ions
is calculated directly on the axis of the pin electrode. The electric field will be slightly
different off-axis and so results will change when ions are allowed to drift off-axis.

Without a positive LV pulse the third peak occurs at 122.8µs. We assume
that this is the average drift time of an O−2 -ion to get to the HV pin electrode. In
principle it is sufficient for the negative ions to travel to the ionization zone, but
for calculation purposes it is easier to take the HV pin electrode as endpoint. We
therefore find the distance ∆x from the HV electrode at which the negative ions
start by applying equation 2.2, where tinc is the average inception time of 122.8µs,
E(x) is the applied electric field between the electrodes (on the axis), and µI(E(x))
is the O−2 -ion mobility at 500mbar at position x. We obtain ∆x = 1.73 cm. This
means that if the inception time of 122.8µs of the third peak is caused by the
drift time of negative ions to the HV electrode, they would need to have started
at a distance of 1.73 cm from the pin electrode.

When we applied a positive LV pulse with tLV−dur= 1ms and tLV−sep= 0, the third
peak shifted to 98.3µs. Performing the same calculation as before, we find that the
negative ions started at a distance of 1.45 cm from the HV pin electrode. Indicating
that during the LV pulse the negative ions moved 0.28 cm towards the pin electrode.

Now we can calculate the distance that an O−2 -ion would travel during this
LV pulse. Starting from a position of 1.73 cm from the pin electrode the O−2 -ion
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tLV−dur (ms) tinc (µs) ∆tinc (µs) xstart (cm) ∆xstart (cm) ∆xLV (cm)
Positive LV

0 122.8 1.73
1 98.3 24.5 1.45 0.28 0.20
5 32.52 90.28 0.66 1.07 1.04
10 9.1 113.7 0.3 1.43 >1.73

Negative LV
0 122.8 1.73
1 132.3 -9.5 1.84 -0.11 -0.2
5 184.6 -61.8 2.45 -0.72 -1.03
10 228.3 -105.5 2.95 -1.22 -2.02

Table 2.2: Table with experimentally observed shifts (∆tinc) of the third peak in the
tinc histograms shown in figure 2.12 when applying an LV pulse with variable tLV−dur. If
the tinc of the third peak corresponds to the drift time of O−2 -ions then xstart would be
the average starting position of the O−2 -ions. The shift in starting position due to the LV
pulse is represented by ∆xstart. The distance that O−2 can travel during the LV pulse is
calculated using Eq.(2.2) and represented here as ∆xLV .

will drift for a time tLV−dur in the field of the LV pulse. In this case tLV−dur =
1ms and using Eq.(2.2) we find ∆x = 0.20 cm.

We see that the difference in travel distance (1.73 cm - 1.45 cm = 0.28 cm) of
the negative ions for the experiments with and without this positive LV pulse
corresponds to the distance O−2 -ions can travel during this LV pulse (0.20 cm).
These calculations suggest that O−2 -ions cause the third peak and that the values of
tinc correspond to the average drift time of the O−2 -ions to the HV pin electrode.

A comparison of the shift of the third peak caused by the application of a positive
LV pulse with various tLV−dur and the distance negative ions can travel during this
LV pulse is given in table 2.2. In this table we can observe that for tLV−dur = 10ms
the O−2 -ions should have already reached the pin electrode, but their starting position
seems to still be 0.3 cm from the pin electrode. A possible explanation is that the
electric field of the LV pulse is not the only force in the gap. Space charge effects
could reduce the distance that the negative ions can drift in the field of the LV pulse.

We also applied a negative LV pulse with various tLV−dur and tLV−sep = 0. Figure
2.12e shows the histogram obtained from these experiments. We can see that
the third peak is now shifted to higher tinc. Table 2.2 shows the experimental
and calculated shifts of the third peak for different tLV−dur. We can see that the
calculated shifts match pretty well with the experimentally observed shifts. The
presented results seem to agree with the idea that the third peak is mainly caused
by the drift of negative ions, likely to be O−2 -ions.
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Note that there is a sharp drop after the third peak of around 125µs. An
interpretation could be that up to a distance of around 1.7 cm there are sufficient
negative ions to have a near unity probability of inception. The results should
not be interpreted as if there are no ions after this distance of 1.7 cm, they simply
do not get a chance to be the cause of inception.

Producing the Third Peak

Here, we discuss how the third peak appears in linear and log scaled histograms of
tinc obtained from particle simulations with different initial conditions. The goal is
to understand what the initial conditions of the particle simulations have to be to
obtain a comparable result to experiment. Homogeneous ion densities of 0.1 cm−3 to
10 cm−3 were used as initial conditions. Only O−2 -ions were placed since from figure
2.8 we can see that most electrons should have attached already during the 490ms
HV pulse off-time. A fourth particle simulation was done where a homogeneous ion
density of 10 cm−3 was placed together with an extra patch of ions at a distance
of around 1.9 cm from the pin electrode as shown as the green rectangle in figure
2.5. This extra patch of ions contained 3 times as many ions as in the rest of the
domain (124 in the domain, 354 in the extra patch). Each initial condition was
run 600 times to obtain statistics on tinc from the simulation results. An initial
homogeneous distribution of 0.1 cm−3 O−2 resulted in a probability of inception
within 1ms of 91%, all other initial conditions had a 100% inception chance.

We can see in all initially homogeneous cases that the experimentally ob-
served peak around 125µs is absent from the linear scaled histograms shown
in figure 2.14a-c.

The log scaled histogram shown in figure 2.14a2 contains a peak > 125µs which
would naively be matched with the third peak observed in figure 2.9. A property
of the log scaled histogram is that the bins on the x-axis increase in size as we
move along the x-axis. This property causes a peak to show up in log scaled
histograms fairly easily. However, note that in the experimental observations of
the third peak, it is also visible on a linear scale.

For these simulations there was only one assumption which was that the initial
ion density was distributed homogeneously. Since we are investigating the discharge
inception for repetitive pulses it is possible that the initial density for the next pulse
is not homogeneously distributed. Figure 2.2c shows a typical discharge during
one of the HV pulses. We can see that it is not unreasonable to assume an initial
inhomogeneous distribution of ions as we move away from the HV pin electrode.
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Figure 2.14: Histograms of tinc from particle simulations with a sample size of 600.
Histograms on the same row depict the same simulation results but left side is linear and
right side is logarithmic. The initial homogeneous density of O−2 -ions were: a) 0.1 cm−3

(N = 124), b) 1 cm−3 (N = 1238), c) 10 cm−3 (N = 12364), and d) 0.1 cm−3 (N = 124)
with an extra patch of O−2 -ions (N = 354) placed between 1.8 cm and 2.0 cm from the
pin electrode (green highlighted area in figure 2.5). All simulations have an inception
probability of 1 except for a) which has an inception probability of 0.92.

Figure 2.14d shows the histograms of tinc for the simulations with an extra patch
of O−2 -ions placed between 1.8 cm and 2.0 cm from the pin electrode. Due to this
inhomogeneous distribution of O−2 -ions we can see in these histograms that a peak
is not only present in the logarithmic scale but also in the linear histogram.

From these results it seems that some inhomogeneity in the spatial distribution
of O−2 -ions is needed to produce the experimentally observed third peak in the
histogram of tinc.

Increasing duration between LV and HV pulse

In this section we investigate the influence of increasing the time between the LV
pulse and the next HV pulse. We apply an LV pulse of 300V for a duration of 50ms
at tLV−sep ms before the next HV pulse i.e. if tLV−sep = 0ms then the LV pulse is
attached to the next HV pulse which is the same situation as shown in figure 2.11e.
An LV pulse duration of 50ms was chosen because this is a sufficient time to pull
all negative ions in the discharge gap towards the HV pin electrode.

Figure 2.15 shows a collection of histograms of tinc for different values of tLV−sep.
We see that for small values of tLV−sep (5 - 10ms, figure 2.15b-c) a peak is moving
from small tinc to higher tinc and for high values of tLV−sep (150 - 250ms, figure
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Figure 2.15: Histograms of discharge inception time tinc for 600 discharges produced by
applying a 300 V pulse for 50 ms and tLV−sep= b)5, c)10, d)50, e)150, f)250 ms before a 17
kV pulse of 10 ms with a repetition frequency of 2 Hz.

2.15e-f) the histogram resembles the baseline experiment histogram (figure 2.15a).
We can make sense of this behavior by noting that the 50 ms LV pulse of 300 V
not only pulled all negative ions towards the HV pin electrode, but also pushed
positive ions away from it. When the applied potential is now turned off, the
separation of these charged species can create an electric field which pulls the
charged species back towards their starting position.

If tLV−sep is not long enough (5 - 10ms, figure 2.15b-c) we see that the negative
ions did not have enough time to return back to their starting position and are
still relatively close to the HV pin electrode. Because they are still close to the
HV pin electrode they can trigger a discharge quickly (µs) after the application of
the HV pulse. If tLV−sep is long enough (150 - 250ms, figure 2.15e-f) we can see
that the charged species were able to return back to their starting position since
the histograms now resemble the baseline experiment (figure 2.15a).

Increasing LV Pulse Duration

In this section we investigate the influence of high values of tLV−dur (≥ 50ms) for
the same voltage configuration as for the experiment in figure 2.11. Figure 2.11
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and figure 2.16 show that for tLV−dur up to 50ms the third peak moves to the left
(the discharge starts faster). For higher values of tLV−dur, the third peak disappears
and the second peak seems to re-emerge.

When tLV−dur = 50ms, the negative ions can gather around the HV pin electrode.
When an HV pulse is then applied, right after this LV pulse, the negative ions
no longer have to travel towards the HV pin electrode. The only process that
needs to happen to trigger a discharge is the detachment of an electron from the
negative ion which can then start the discharge.

Increasing tLV−dur keeps the negative ions against the pin electrode for a longer
time. During this time the negative ions can neutralize [86]. Inception becomes
slower as tLV−dur increases since more negative ions are neutralized. The result of
applying any positive LV pulse is that negative charges are being removed from
the discharge gap. For the LV pulse applied in this work: the free electrons need
tLV−dur ≥ 1ms, and the negative ions need tLV−dur ≥ 50ms.

If the LV pulse is on during the entire time between two HV pulses (positive
DC bias), we see in figure 2.16f that the third peak is almost completely removed.
The counts that are still present around the third peak timescale (125µs) could
still be caused by leftover negative ions, but they can also be due to the long tail
of the second peak. The height of the second peak remains relatively unchanged
from the base experiment (2.16a).

2.5.6 Streamer inception under different conditions

The experiments described above show that in a specific condition, 17 kV HV
amplitude with a repetition frequency of 2Hz and a working pressure of 500mbar,
an electron which initiates a streamer can originate from three different sources. The
question that we now need to address is whether these conclusions are generic or
only valid for these specific experiment conditions. Hence, we repeated some of the
experiments for combinations of a different repetition frequency (0.2Hz), pressure
(250 and 750mbar), and voltage (12 kV) to see whether the observations still hold.

Figure 2.17a shows that for a repetition frequency of 0.2Hz only one peak is
present in the tinc histogram. The sources for the first and third peak in figure
2.9 do not seem to play a role when the repetition frequency is decreased. This
may be due to the increased time between HV pulses where no electric field is
applied across the gap. During this time ion recombination processes can remove
the detaching negative ion species. This again indicates that the source of the
second peaks has a long lifetime.
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Figure 2.16: Histograms of discharge inception time tinc for 600 discharges produced by
applying a 300V pulse for tLV−dur = b) 50, c) 150, d) 250, and e) 450ms, for a) no LV
pulse and f) a DC bias before a 17 kV pulse of 10ms with a repetition frequency of 2Hz.

Figure 2.17b shows the tinc histogram for an increased pressure of 750mbar. We
observed similar peaks as in the baseline experiment (figure 2.9), but the third
peak shifted to higher tinc. The drift time of ions will scale inversely with the
pressure which can explain the shift of the third peak to higher tinc for a higher
pressure. When the pressure is lowered to 250mbar we see that most inception
takes place at tinc < 0.1µs. It does not seem reasonable to attribute this shift of
tinc from 125µs to 0.1µs due to a halving of the pressure. The attachment time
would also not be decreased enough to allow for free electrons to exist when an HV
pulse is applied and thus triggering a fast inception of the discharge. A possible
explanation is that the detaching negative ions are not converted to O−3 (stable)
or neutralized through recombination reactions as quickly. This would result in
more detaching negative ions to remain from the previous discharge. The density
of detaching negative ions would increase over time (also in the ionization zone)
which will increase the chance of fast discharge inception.

When a lower HV (12 kV) is applied (still higher than the inception voltage,
probability of inception = 100%), the first peak seems to have almost disappeared,
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Figure 2.17: Histograms of discharge inception time tinc for 600 discharges with a
different experimental setup than the rest of the experiments. a) A repetition frequency
of 0.2Hz instead of 2Hz, b) A pressure of 750mbar instead of 500mbar, c) A pressure
of 250mbar instead of 500mbar, d) A pressure of 250mbar and HV of 12 kV instead of
500mbar and 17 kV, e) an HV of 12 kV instead of 17 kV.

as shown in figures 2.17c and d. This may be caused by the smaller ionization
zone around the pin electrode which would reduce the chance of having a detaching
negative ion in this zone when an HV pulse is applied. This would reduce the
occurrences of fast discharge inception (first peak).

In summary, any change in experimental setup which would change the density
and distribution of species in the streamer channel will have an effect on the tinc

histogram. Parameters that can be changed and will have an influence are: gap
distance, applied voltage, gas pressure, repetition frequency, etc.
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2.6 Summary and open questions

We investigated the inception process of repetitive pulsed discharges by measuring
the distribution of discharge inception times tinc after the start of the HV pulse. We
applied 17 kV pulses of 10ms duration with a repetition frequency of 2Hz to 500 mbar
synthetic air and produced a histogram of inception times tinc, which shows three
distinct peaks. By applying LV pulses between the HV pulses, these peaks could be
shifted in time or changed in magnitude. We provide theoretical arguments and
numerical calculations aimed at identifying different electron producing processes
that would explain each peak. However, open questions remain.

We start with two theoretical considerations.
First, in section 2.5.2 it is argued that a single uniformly distributed electron

source would create only one early peak, with an initial increase related to the
voltage rise time or to the electron detachment time from an oxygen ion, and
then with a continuous decay of the inception probability in time. So the different
peaks suggest different physical mechanisms.

Second, after a streamer discharge in synthetic air, electrons attach to oxygen
molecules on a time scale of 10 to 100 ns between the HV pulses, and the negative
oxygen ions can rapidly detach electrons and start a discharge in the high field
zone near the electrode during the next HV pulse. We estimate the O−2 density in a
decaying streamer channel as 105 cm−3 at the beginning of the next HV pulse. This
number is based on the assumption of fast electron attachment to form O−2 , and
on diffusion and recombination of positive and negative ions. However, to reach
inception times comparable to experiment, the O−2 density needs to be as low as
10 cm−3, i.e., 4 orders of magnitude smaller. A possible explanation is that more
plasma chemistry has to be added, in particular, that further ion conversion takes
place to form the ozone ion O−3 and NO−3 . These ions are rather stable, and therefore
an effective electron sink. This question needs further investigation in the future.

Concerning the physical processes causing the distinct peaks, we find that the
first and the third peak are susceptible to LV pulses, consistent with the drift of
negative oxygen ions; in the high field zone near the electrode these ions can detach
an electron and create an ionization avalanche. However, to form these two peaks,
the ions need to be quite inhomogeneously distributed. The first peak would be
caused by a large ion concentration in the high field zone near the electrode (possibly
due to the glow during most of the previous HV pulse), and the third peak would
be caused by another large ion concentration starting at a distance of about 1.5 cm
from the electrode. However, to create the well separated peaks, the two regions
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with high ion density would need to be clearly separated by a region with very low
ion density. It is not clear how such a concentration profile would arise.

The second peak does not shift in time with an LV pulse, which suggests that
this electron source is electrically neutral. A continuous, field independent electron
source due to Penning ionization could be an explanation, but the lifetime of the
Penning ionizing species N2(A) and N2(a’) are determined by quenching reactions
with O2 and these have timescales on the order of 10 to 100 ns which makes Penning
ionization an unlikely hypothesis. Another explanation could be the presence of
quasi-neutral ion patches which cannot be separated by an LV pulse due to space
charge effects. The negative ions in these patches can drift in the HV field towards
the pin electrode and initiate a discharge by detaching an electron. It is not clear
yet if such quasi-neutral patches would be created by a discharge.

Applying a negative LV pulse did not remove the first peak which we argument
to be caused by negative ions close to the pin electrode. Secondary emission from
the electrode could happen due to impact of positive ions, but in the electric field
of the LV pulse the kinetic energy of these ions would be much lower than the work
function of the electrode material. Other secondary emission reactions will need to
be investigated in the future to understand this observation better.

The open questions which arose from this research are listed as follows:

1. If the first peak is caused by detaching O−2 -ions, why can it be removed by
applying a positive LV pulse? O−2 -ions from further away in the gap should
move towards the pin electrode.

2. If the first peak is caused by detaching O−2 -ions, why can it not be removed
by applying a negative LV pulse (or even a negative DC bias)?

3. What causes the second peak? It seems to not be influenced by any LV pulse
applied. It is the only peak present when the repetition frequency is decreased
to 0.2Hz. It accounts for 61% of the discharge inceptions.

4. Simulations show that the third peak can be produced by an inhomogeneous
O−2 -ion distribution. What causes this spatial inhomogeneity?
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Investigating CO2 streamer inception in

repetitive pulsed discharges

Abstract

In this study, we investigate the responsible species and processes involved in repetitive pulsed

streamer inception in CO2. We applied a 10 kV high-voltage pulse with a repetition frequency

of 10Hz and pulse width of 1ms to a pin electrode which is placed 160mm apart from the

grounded plane electrode. We measured the inception times (delay between the rising edge of

the high-voltage pulse) by a photo-multiplier tube for 600 high voltage cycles. We observed one

peak in the histogram of inception times with a median of 1.2µs. To identify the source of this

peak, we applied a negative or positive LV pulse before the main HV pulse to manipulate the

leftover space charges. Three different phenomena are observed: 1) drift, 2) neutralization, and

3) ionization in the LV pulse. At low LV amplitude and pulse width, the peak starts to drift

toward the faster and slower inception times under a positive and negative LV pulse, respectively.

However, under the same LV pulse configuration for positive and negative LV pulse, the observed

shift in inception times is not the same. We present a hypothesis to explain this asymmetry based

on the difference of the detachment processes between air and CO2.

This chapter is based on [S. Mirpour and S. Nijdam. "Investigating CO2 streamer inception
in repetitive pulsed discharges." submitted to Plasma Sources Science and Technology]
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3.1 Introduction

Streamers are widely explored in different gases because of their importance in
various fields such as high-voltage engineering and atmospheric electricity [1], [47],
[51], [87]–[91]. Recently, CO2 gas has been considered as a possible candidate for
high-voltage switchgear, since the gas currently used for insulation and switching,
SF6, is an extremely strong greenhouse gas [92], [93]. Also, there is strong evidence
that lightning might exist in the Martian atmosphere which mostly consists of
CO2 [6], [94]. Hence, it is important to understand the physics behind streamer
inception and development processes in this gas. Streamer inception voltage and
time have been mostly studied in air [57], [66], [95], [96]. There are not many studies
of discharge inception in CO2 (see below), and the current understanding of the
streamer inception process is very limited. This study investigates the streamer
inception process in CO2 in more detail.

By applying positive high-voltage pulses to an electrode, electrons start to
drift opposite to the electric field. When such an electron reaches an area where
the ionization rate is higher than the attachment rate, it can start to replicate,
although this is of course a stochastic process. The electron density then grows
until the formed space-charge becomes large enough to transform into a streamer.
The number of electrons required for this transition can be derived from the so-
called Meek criterion [20], [58]. In our previous work [95], we hypothesized that in
synthetic air, the very first electron to trigger the streamer inception process can
come from three different sources: free electrons, O−2 detachment, or from reactions
of neutral species. We showed that, in repetitive discharges, the leftover charges
from the streamers likely build up an in-homogeneous distribution of ions in front
of the anode, which produces a peak in the streamer inception distribution times
histogram. By adding a low-voltage (LV) pre-pulse before the main high-voltage
(HV) pulse we could manipulate and drift this in-homogeneous ion cloud towards
or away from the anode, depending on the LV pulse polarity. Thus, the ions will
be at a new position at the beginning of the HV pulse which results in a shift of
the observed peak in the time distribution histogram. From these shifts, we can
derive the mobility of ions and identify the source. Photoionization is another well-
known source of initial seed electrons in air. However, no efficient photoionization
mechanism is known for CO2 due to the rapid absorption of photons in this gas
[97]. Therefore, in CO2, detachment of electrons from negative ions is the most
probable source of initial free electrons.
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The statistical time lag for CO2 discharges has been studied by Seeger et al. [98].
They showed that, at pressures higher than ambient pressures, by increasing the
applied voltage, the discharge inception time lag decreases and reaches as low as
100 ns. They found a fairly good agreement between the theoretical prediction
of streamer inception fields (considering the ionization integral as 13) and actual
observations. However, that study offers little in the way of examining which species
are playing an important role in inception.

Wang et al. [99] investigated the critical breakdown field for CO2 discharges
at elevated temperatures. They showed that at room temperature the reduced
breakdown electric field in CO2 is about 86Td. Increasing the temperature leads
to CO2 dissociation, which leads to more collisions between CO and O− creating
electrons through associative detachment. This will influence the effective ionization
rate, contributing to a significant drop in the critical breakdown field. At room
temperature this mechanism is insignificant due to the low dissocation degree.
Furthermore, O− is turned into a relatively stable ion, CO−3 , by the cluster
stabilization process. Hence, the main electron source and sink are electron impact
ionization and dissociative attachment to CO2 through e− + CO2 → CO + O−.

This study aims to clarify the role of different species in the streamer inception
process in CO2 by adding a pre-pulse to manipulate the charge distribution before
applying the main HV pulse. The effects on these on inception time histograms can
give great insights in the relevant processes. This chapter is organized as follow:
In section 3.2 we describe the method, section 3.3 discusses the results and gives
an hypothesis based on the different LV pulse configurations. Finally, in section
3.4 we summarize the chapter and provide the conclusion.

3.2 Set-up and Methods

3.2.1 Experimental conditions

All experiments in this study were performed in a point-to-plan geometry (figure 3.1)
in which the powered electrode, (anode with a tip radius of about 100µm), is
separated 160mm from the grounded electrode. The anode is powered by a circuit
comprising an HV solid state switch (Behlke, HTS 651-15-SiC-GSM) and a 1 nf
capacitor. With this configuration, we can produce repetitive pulsed waveforms
with an amplitude of 10 kV, pulse widths of 1ms, rise times of 40 ns, and repetition
rates of 10Hz. The reason we chose this repetition rate and pulse duration is
to have only one discharge within the duration of an HV pulse and 10 kV was
close to the streamer inception voltage. We did not observe any dependency of
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streamer inception on pulse duration at this frequency. The background pressure
was 10−6 mbar, and for each experiment the vessel was filled to 300mbar with CO2

(purity level of 99.9999%).

b

+

+

-

-

HV 

Power Supply
LV 

Power Supply

HV Switch

C = 1 nF

PMT
ICCD

16 cm

R
2
= 300 W

R
1
= 100 kW

a

LV Switch

Figure 3.1: a) Schematic view of the experimental setup with HV power supply connected
to the anode (not to scale). b) ICCD image of the CO2 discharge at 300mbar with HV
amplitude of 10 kV and repetition frequency of 10Hz.

To investigate the influence of residual charged species on streamer inception,
an LV pre-pulse was applied before each HV pulse. To apply the LV pre-pulse, the
negative input of the HV pulser was connected to a second pulser, comprised of
another solid-state HV switch (Behlke, HTS 181-01-HB-C) and a 1 nF capacitor.
This could produce a pre-pulse which attaches to the main HV pulse and has
an amplitude VLV between 0 and 8 kV and a pulse width tLV between 0 and
100ms (c.f. figure 3.2).

3.2.2 Measuring inception time tinc

To measure the streamer inception time (tinc), we used a photo-multiplier tube
(PMT,H10720-1 10 Hamamatsu) placed behind a window of the vessel. The response
time of the PMT is less than 2 ns. The output signal was transferred to a 12-bit HD
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Figure 3.2: a) Scheme of applied HV waveform with 1. positive and 2. negative attached
LV pulse. b) Typical applied HV and LV voltage with PMT waveform output.

6104 Teledyne Lecroy oscilloscope with a sample rate of 1GS/s. We repeated this
measurement for 600 HV cycles per setting. Note that we consistently observed only
one discharge inception event per 1ms HV pulse. For each cycle, tinc was determined
as the temporal delay between the HV pulse reaching 10% of its maximum and the
PMT waveform reaching 10% of its maximum (see figure 3.2). The total error in tinc

is estimated at less than 10 ns. Streamer inception is here defined as an HV pulse in
which the PMT signal shows a peak three times above the average background noise.

From the measured tinc values, a histogram is made using a logarithmic binning
function, MATLAB function:logspace(log10(0.01), log10(max(data)), 700),
which divides the data into 700 bins starting from 10 ns. The acquisition window
was 1ms for all experiments. In the histogram figures, we indicate the inception
probability (Prob), which is the number of pulses for which streamer inception was
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detected, divided by the total number of HV pulses (600). An intensified CCD
(ICCD, Stanford Computer Optics 4QuickE) with a nanosecond time gate and a
Nikkor UV 105mm lens f/4.5 was used to image the streamers. The streamers
in figure 3.1.b are rendered in a false-colour scale for clarity. We found that
in each case that a peak was detected by the PMT, the ICCD image always
showed a developed streamer.

3.3 Results and discussion

3.3.1 Baseline experiment and general phenomenology

To gain an overview of phenomenology, we applied an HV pulse (10 kV amplitude
with a duration of 1ms) and an LV pre-pulse (with a duration of 25µs and varying
VLV) to the electrode. We repeated this 600 times at a repetition frequency of 10Hz.
Figure 3.3 shows the histogram of tinc on a logarithmic scale where the size of the
time bins is scaled as log t. Figure 3.3.a shows the baseline experiment with no
LV pulse where tinc forms a single peak around 1-2µs. Application of a positive
LV pulse before the main HV pulse led to three observations. For VLV up to 500V
(Drift, figure 3.3.a-c) the tinc peak started to shift to lower values, below 70 ns.
Increasing VLV more (Neutralization, figure 3.3.d-g) caused the peak to shift to
higher values around 150 ns. Finally, an LV pulse of 8 kV (Ionization during LV
pulse, figure 3.3.h) again shifted the peak to 50 ns. Note that this phenomenon
depends on an interplay between VLV and tLV and therefore we introduce S=
tLV · VLV as the main parameter in the phenomenology. Below, each of the observed
phenomena is elaborated in a separate section.

3.3.2 Drift due to applying an LV pulse

Since we mostly observe one peak in the tinc histogram, the median values (t̃inc)
were calculated and are plotted against VLV in figure 3.4). To test the role of
leftover charges on the inception, we applied both positive and negative LV pulses
immediately before the main HV pulse. Figure 3.4 shows the effects of these LV
pulses on t̃inc, where for negative the LV pulses, a pulse width tLV of 10ms was
used, while for the positive LV pulses this was 10µs, a factor 1000 lower. In the
electric field imposed by a positive LV pulse, the negatively charged species will
drift towards the electrode and thereby initiate discharges quicker after the HV
pulse is applied. The results show that for every 100V of applied positive LV
pulse, we observed a 94 ns shift in t̃inc.
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a) for no LV pulse and b-h) by applying a 25µs duration LV pulse with the indicated
voltage before a 10 kV HV pulse of 1ms with a repetition frequency of 10Hz. Inception
probabilities are 100% for each case, as indicated.

We would expect to have the same drift magnitude in opposite direction for
a negative LV pulse. Interestingly however, a negative LV pulse with a 10µs
pulse width leads to a negligible shift in t̃inc. As can be seen in Figure 3.4, to
have a 90 ns shift in t̃inc we need to apply a 10ms, 100V negative LV pulse
instead of a 10µs, 100V pulse. Note that t̃inc is not fully linear with VLV so the
mentioned numbers are averages.

To investigate the effect of the duration of the LV pulse, we fixed VLV to 1 kV
and -1 kV and varied tLV. Figure 3.5 shows the t̃inc shift when applying positive and
negative LV pre-pulses. For negative LV pre-pulses, a 1ms increase in tLV leads to
a 86 ns decrease in t̃inc. Similar to what we observed in the previous experiment t̃inc

the reverse effect for positive pre-pulses is also present but again roughly a thousand
times stronger; to have a 92 ns shift in t̃inc we need to apply a 1 kV positive pre-pulse
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Figure 3.4: Median of the delay histograms, t̃inc, produced by applying left) negative
and right) positive LV pulses with different VLV. For the negative and positive LV pulse,
tLV is fixed and set to be 10ms and 10µs, respectively.

with tLV = 1µs instead of 1ms. Note that in our previous experiments in air [95] the
effects of positive and negative pre-pulses were nearly equal, but of course opposite
in direction. Below, we give a hypothesis to explain this large asymmetry of three
orders of magnitude between the effects of positive and negative pre-pulses in CO2.

Hypothesis

In order to explain the surprising asymmetry between the effects of positive and
negative pre-pulses in CO2 (and not in air), we hypothesize that this is caused
by the detachment process in CO2.

During an HV pulse, energetic electrons near the tip cause CO2 dissociation by
direct electron impact. The dissociative attachment reaction rate increases in higher
electric fields and causes the production of CO and O− near the electrode [100].
Thus, in this specific region, both these species are available and recombination of
O− and CO can liberate an electron through associative detachment at any time
during and between voltage pulses. During an HV pulse, such an electron can enter
the ionization region and initiate a discharge. If there is a "charged species patch":
a volume containing positive ions, negative ions and free electrons, located some
distance from the tip, like we also concluded in [95], then the electrons from this
region can again explain the peaked distribution of the baseline experiment. Note
that from our results we cannot determine the shape of the charged species patch.
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It could be a thin layer, a localized patch, or a large region extending away from the
electrode tip. We only know that it has a quite sharp boundary towards the electrode.

When applying a positive LV pulse, all negative species in the charged species
patch will drift toward the tip. Since ions are much heavier than electrons, electron
drift is more prominent and therefore the electron mobility will determine the effect
of the LV pulse on inception behaviour. A negative LV pulse with the same S
value will also push away the electrons from their initial position for roughly the
same distance as the positive LV pulse. However, the much less mobile ions can
still produce electrons by associative detachment and remain much closer to the
tip than the drifted electrons due to their lower mobility. During the main HV
pulse inception times are determined by the closest electrons and not the far-away
ones. Therefore, for positive LV pulses, electron drift dominates the effect, while
for negative LV pulses, negative ion drift does so.

To elaborate on this hypothesis, we have calculated the drift time of electrons
and O− ions in CO2 from a distance z to the pointed electrode (at z=0) on the
axis of symmetry. The drift time was calculated by

tdrift(z) =
∫ 0

z

1
µ(E(z′))E(z′)dz

′, (3.1)
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where µ, the mobility of the respective species, is derived from [101] for electrons and
[102] for ions, and E(z), the electric field on the axis (see figure 3.6), is calculated
by a COMSOL Multiphysics simulation [80]. The corresponding drift times for
electrons and ions are shown in figure 3.7. It should be noted that since mobility
data for electrons and ions in CO2 is not available for low electric fields, the given
estimations are based on constant mobility in these fields (dashed lines in figure 3.7).
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Figure 3.6: a) The computational domain for the electric field computation with
COMSOL (included are electric field contour lines). The grounded electrode is placed at
x = 0 and the electrode tip at x = 160mm. b) The electric field on the symmetry axis as
a function of distance for the first 20mm from the tip for VHV = 10 kV and VLV = 1 kV.
The breakdown electric field (dashed line) is 0.66 kV/mm at 300mbar and is taken from
Bagheri et al. [97].

Let us now assume that we indeed have a localized charged species patch
containing, amongst other species, negative ions and free electrons. Figure 3.7
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enables us to investigate the initial and post-drift positions of the ion and electron
distributions, t̃inc in the baseline experiment (VLV = 0) is 1.2µs. Figure 3.7 shows
that at VHV = 10 kV, electrons should be generated at 25mm from the tip to have
enough time to drift and reach the tip. Hence, we can estimate the initial position of
the boundary of the charged species patch to be about 25mm away from the tip. Note
that a possible detachment time is not included in this calculation. Moreover, it is
assumed that an electron should reach the tip of the electrode to initiate a discharge.
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Figure 3.7: Drift time calculated using equation (3.1) on the axis of symmetry of
electrons and O− ions from a distance x to the electrode at x = 0 when a voltage of
VLV = 10 kV or VLV = 1 kV is applied across the gap. The mobilities in the unavailable
electric field ranges are assumed constant, and the calculated drift times in those ranges
are plotted as dashed lines.

Under a positive LV pulse (figure 3.8.a) with S = 1mVs, the corresponding
electron drift distance is around 2mm toward the electrode tip. During the main
HV pulse, electrons with this new position require 1.01µs to reach the ionization
zone. Therefore, we expect to observe around 182 ns shift in the t̃inc peak. This is
relatively close to our observation from the right-hand side of figure 3.5, where the
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drift for every S = 1mVs positive LV pulse was 92 ns. According to equation 3.1,
the ion drift during application of 1 kV and 1µs is less than 1µm.

Under a negative LV pulse with S=1mVs (figure 3.8.b), electrons drift outwards
roughly the same distance as they drift inwards when a positive LV is applied. Ions
which are nearly immobile during S=1mVs, are still re-generating new electrons
in the absence of the drifted electrons. This procedure also continues after the LV
pulse is applied and at the beginning of the main HV pulse. The newly generated
electrons are closer to the tip than their drifted cousins. Therefore, they have
more chance to initiate a discharge. This supports our observation that no shift
was measured in t̃inc after an LV pulse was applied with S = 1mVs. O− ions only
start to drift noticeably under a stronger electric field. Ions under a negative LV
pulse of S=1Vs drift out about 1mm from their initial position (figure 3.8.c). At
the beginning of the main HV pulse, the electrons newly generated from the ions
that are located in a new position start to drift toward the tip and imitate the
discharge. According to equation 3.1, the time that electrons need to drift back
1mm is 115 ns. This is very close to our observation in figure 3.5 where the the
t̃inc shift under an LV pulse with a S=-1Vs is 92 ns.

In our previous study [95], we showed that O−2 in synthetic air was responsible
for one of the peaks of the tinc histogram. This peak showed a symmetric shift for
positive and negative LV pulses. A possible explanation for this difference between
air and CO2 can be the different electron detachment mechanisms. The detachment
rate of O−2 in air depends strongly on the electric field (see figure 3.9). Therefore
O−2 must be in a high field region to detach an electron [61]. However, for CO2 the
detachment rate decreases with electric field [103] (see figure 3.9). The reason is
that associative detachment in CO2 proceeds through autodetachment of the CO2

−

complex in a short period. In higher fields and energy, formation of this complex is
less probable because of the shorter collision time. Thus, the associative-detachment
reaction in CO2 is more likely to release electrons in the low fields regions far away
from the electrode tip. Therefore, during a low S value LV pulse, detached electrons
can move and show up their drift in t̃inc histogram.

One question that can be raised in this section concerns the attachment of
electrons during the drift. According to our hypothesis, electrons should drift about
25mm to reach the ionization zone. To calculate the attachment time, we exert a
simple analysis using the BOLSIG+ solver [82], [83] with the reactions shown in table
3.1 as input. Results show that at the electric field around 1Td at 2.5mm, where the
initial electrons release from the charged species patch, the attachment time is 1.5µs
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which is slightly higher than the inception time. Therefore, this gives enough time
for most of the electrons to approach the ionization zone without being attached.

From the width of the inception time distribution in the baseline experiments
and equation (3.1) we can estimate that the thickness of the charged species
patch is about 0.2 cm. When we consider the charged species patch as disk of
this thickness and with a diameter of 2.5 cm, its volume is approximately 1 cm3.
With the following equation

kdetachment · [CO] · [O−] = 1/(N · t), (3.2)

where kdetachment = 5.5× 10−10 [99] , we can estimate that in t = 1.5µs attachment
time, in order to have 1 electron available in this volume of (N = 1/cm3), the
required concentration product of [CO]·[O−] should be of the order of magnitude
1015 cm−6. When we assume that the concentrations of [CO] and [O−] are roughly
equal, the density of each species should be 107 − 108 cm−3 in order to supply
the required electrons for inception. This is a feasible number for these densities
in the charged species patch.
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Figure 3.9: Rate constant of the dominant detachment processes in air and CO2. For
air data was taken from [61] and for CO2 from [103].

Table 3.1: List of plasma-chemical reactions used for calculation the ionization and
attachment coefficients. Cross-sections are taken from Itikawa database [72].

Elastic collision e− + CO2 → e− + CO2
Ionization e− +CO2 → 2e− + CO+

2
e− + CO → 2e− + CO+

Attachment e− + CO2 → CO + O−

3.3.3 Neutralization and ionization during longer LV pulse
durations

In this section we investigate higher values of S.

Positive LV pulse

Above a certain value of S, tinc reaches its minimum value and it is not possible
to have faster inception because electrons and negative ions will have drifted all
the way to the the electrode. Figure 3.10 shows that applying a 250V and 50ms
LV pulse was enough to initiate a discharge during the rise-time of the HV pulse.
Increasing VLV to 1.5 kV was enough to drift all negative ions close to the tip.
This can be verified by the mobility data in figure 3.7. Above this VLV, ions



3. Discharge inception in CO2 61

reside around the electrode for a long time, where they will be slowly neutralized.
Moreover, the inception probability, Prob, decreases with increasing VLV which
shows the lack of initial electrons available to initiate a streamer. We also observed
this effect in our previous experiments in synthetic air [95] where applying an
LV pulse for a long time increased tinc.
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Figure 3.10: Histograms of discharge inception time tinc for 600 discharges produced a)
for no LV pulse and by applying a 50ms LV pulse for VLV = b) 0.25, c) 0.5, d) 1, e) 1.5,
f) 1.75, g) 2, h) 4, i) 6, j) 8 kV before a 10 kV pulse of 1ms with a repetition frequency of
10Hz. Prob shows the probability of inception in each configuration.

For even higher VLV values, starting at 8 kV, we observe fast inception again
with a probability of 100%. However, at this voltage level, the inception peak
already occurs during the LV pulse, because VLV itself is already high enough to
lead to inception. We observed the same effect for other values of tLV. For VLV
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below 8 kV, the key parameter is S such that for a shorter LV pulse duration, a
higher LV amplitude is required to achieve the same effect.

Negative LV pulse

Similar to a long positive LV pulse, we applied a negative LV pulse with a varying
VLV and a fixed tLV of 10ms (figure 3.11). As we already discussed (left-hand side
of figure 3.4), for a lower VLV we observe outward drift in which for S = 1Vs, a
90 ns shift in t̃inc was observed (figure 3.11.a1-a5). This continues until VLV = -
2 kV where a further increase of VLV leads to a peak at low tinc and thereby the
disappearance of the original peak in the histogram. This transition from slow tinc

to fast tinc occurs in a small range of VLV, such that at VLV= -3.75 kV t̃inc is 30 ns
(figure 3.11.b1-b6). Further increasing VLV causes a negative tinc (figure 3.11.b7-b9).
Such a negative tinc indicates that the discharge initiates during the rise time of
the LV pulse immediately before the main HV pulse no discharge was observed
during the on-time of the LV pulse.

3.4 Summary and conclusion

We measured inception delays tinc of streamers in CO2 gas to study the inception
process in repetitive discharges in this gas. We applied 10 kV high voltage pulses with
a fixed pulse duration of 1ms and repetition frequency of 10Hz. This can produce
some residual charges that influence tinc of the next pulse. To manipulate the
residual charges we applied an LV pulse with different duration tLV and amplitude
VLV before the main HV pulses. Application of the LV pulse leads to a shift in the
tinc histogram peak. Three main phenomena were observed, based on the different
applied S (VLV·tLV) values: drift, neutralization, and ionization during the LV pulse.

At low S values, discharges incept faster or slower for positive and negative
LV pulses respectively. However, we observed an asymmetric shift differing three
order of magnitude between positive and negative LV pulses. For a positive LV
pulse with S = 1mVs, we observed a 92 ns shift in t̃inc, the median value of tinc.
To have a similar magnitude t̃inc shift with a negative LV pulse, we must apply
a pulse with S = 1Vs. This is not consistent with our earlier observations in
synthetic air. We hypothesize that this is caused by the fundamental differences
between the detachment mechanism in CO2 and air. O−2 ions need to drift to
a high electric field region to detach an electron. However, in the case of CO2

due to the high yield of associative-detachment in low electric fields, O− ions can
release electrons through reaction with CO. In this case, an LV pulse with a low
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Figure 3.11: Histograms of discharge inception time tinc for 600 discharges produced
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S value drifts electrons significantly and ions hardly while an LV pulse high S

value can also drift ions on top of the electrons.
We observed that the corresponding shift in t̃inc due to application of LV pulse

follows the mobility data and scales consistently with S value. This indicates that
we can neglect the effect of space charge and its effect on electric fields for low S
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values. However we observed different phenomena for higher values of S.
Applying a positive LV pulse for a longer time increases tinc but decreases the

probability of inception. This is likely due to neutralization of electrons and ions at
the electrode. At VLV = 8 kV, the LV pulse is high enough to ionize the gas and
we observed streamers already during the LV pulse. This is different for a negative
LV pulse where ions drift away from their initial position. For a negative LV pulse
with VLV ≥ 2 kV, we observe formation of a fast peak (t̃inc = 120ns) in the tinc

histogram replacing the original ion-associated peak. Increasing the voltage above
6 kV caused discharge inception during the LV pulse rising flank.

In our calculations, electrons should drift about 25mm to reach the ionization
zone. This seems to be a long distance since electrons can attach through several
pathways such as dissociative attachment to CO2 and O2, and three body attachment
to O2 producing O− and O−2 [104]. Our simple analysis on four reactions showed
that attachment time is slightly longer than inception times.
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Lightning inception by hydrometeors: a

numerical approach

Abstract

Lightning is observed to incept in thundercloud electric fields below the threshold value Ek for

discharge initiation. To explain this, the local enhancement of the electric field by hydrometeors

is considered. The conditions for the onset of positive corona discharges are studied in air for

ellipsoidal geometries. A hydrometeor is simulated as an individual charged conductor in zero

ambient field; there is only a field generated by the charge on the hydrometeor surface. By doing

so, the feasibility of corona inception from ellipsoidal hydrometeors can be formulated based on

the self-sustaining condition of electron avalanches. For representative hydrometeor volumes and

typical thundercloud pressure, values between 1.2Ek and 37Ek were found for the onset electric

field at the tip of the ellipsoid. From simulations the required ambient electric field for corona

onset from an uncharged hydrometeor can then be derived. This results in values between 0.07Ek

and 0.8Ek for semi-axes aspect ratios between 0.01 and 1. The charge required on the hydrometeor

surface for corona onset is minimum for semi-axes aspect ratios between 0.04 and 0.07 depending

on the considered hydrometeor volume. For the simulated hydrometeors, the values of this onset

charge for typical pressures are between 1500 pC and 3200 pC. Including a size-correction for

comparison to in situ measurement shows agreement with measured precipitation charges. From

the results it is concluded that corona onset from ellipsoidal hydrometeors of a realistic volume

can be achieved in thundercloud conditions for certain aspect ratios.

This chapter is based on [S. Peeters, S. Mirpour, C. Kohn, and S. Nijdam. "A Model for
Positive Corona Inception from Charged Ellipsoidal Thundercloud Hydrometeors." submitted to
Journal of Geophysical Research: Atmospheres]
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4.1 Introduction

One of the greatest unanswered questions in lightning physics is how lightning is
initiated in a thunderstorm [3], [28], [105]. From in situ measurements it is found
that lightning initiates in thundercloud electric fields which are considerably lower
than the breakdown electric field required for the inception of electric discharges
[106], [107]. One of the most popular and widely corroborated theories explaining
how this is possible is the hydrometeor theory [28], [105]. This theory states that
hydrometeors - ice and water particles in thunderclouds - locally enhance the electric
field, such that the breakdown field is exceeded, and lightning inception is enabled.
In recent observations of narrow bipolar events in thunderstorms, which generally
coincide with lightning initiation, clear evidence supporting the involvement of
hydrometeors was obtained [37]. The role of hydrometeors in lighting inception has
been investigated in laboratory experiments [40], [108], [109] with a main focus on
corona onset, which is the initial stage of the formation of a lightning leader.
A corona discharge is the result of electrical breakdown, which occurs at the voltage
where the insulating gas surrounding the electrode becomes electrically conductive.
An electrical discharge is thus only possible when a critical voltage, the onset
voltage V0, on the electrode is reached. Equivalently, the electric field E in the
discharge region should exceed the breakdown threshold field Ek and thus the field
on the surface of the electrode should exceed the onset field E0. The breakdown
field scales linearly with pressure, and at a typical thundercloud altitude pressure
of 0.4 atm this field has a value of about 10 kV/cm [110]. The main mechanism
of electrical breakdown is the electron avalanche. For electric fields above Ek,
electrons can multiply by means of impact ionization of air molecules, thereby
forming avalanches. In order to have a self-sustaining discharge, a constant source of
seed electrons is required, which can be supplied by photo-ionization [110]. The first
group of electrons that collides with the gas molecules and leads to photoionization
is known as the primary electron avalanche, and the subsequently formed second
group of electrons that can give further photoionization is known as the secondary
electron avalanche (see Figure 4.1). In air, the gas molecules that are dominant in
emitting photons after collisions with free electrons are nitrogen molecules, and the
gas molecules that are predominantly photoionized by these photons are oxygen
molecules. It should be noted that avalanche formation is a stochastic process,
such that electron multiplication can also take place in fields (slightly) below the
breakdown field. These contributions are briefly investigated but otherwise neglected
in this work.
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The onset of a corona discharge is typically defined by the discharge becoming
self-sustaining. The self-sustaining criterion that is often applied is the amount of
photons produced by the secondary avalanche being at least equal to those produced
by the primary avalanche [111], [112]. This condition is also adapted by the current
work, which closely follows the structure of the work by Liu, Dwyer, and Rassoul
[111].
Depending on electrode polarity, corona discharges can be positive or negative. A
popular hypothesis for lightning initiation is that the development of a positive
streamer system, developed from a seed positive streamer from the corona on a
hydrometeor, precedes and leads to negative breakdown [4], [28], [32], [113], [114].
Therefore, positive corona discharges are of great interest when investigating the
initial stage of lightning initiation.
Laboratory experiments have revealed that the onset of a corona discharge strongly
depends on the size and shape of the hydrometeor. In their study on corona
initiation from small ice crystals, Petersen, Bailey, Hallett, et al. [40] reported that
the onset field E0 decreases with hydrometeor length and that ice crystals with
sharper tips promote glow coronae while inhibiting positive streamer formation.
Moreover, they noted that the onset field increases linearly with the relative gas
density δ = N/N0 (where N and N0 are the actual and standard gas densities),
meaning E0 ∼ p/T , with p the pressure and T the temperature. The decrease
of the onset field with size is also found in many point-to-plane and rod-to-plane
experiments using metal electrodes [115]–[119], which are observed to give corona
onset voltages very similar to ice electrodes [120].
In simulations, similar conclusions were reached. Dubinova, Rutjes, Ebert, et al. [59]
investigated discharge inception conditions for dielectric ellipsoidal hydrometeors and
concluded that an increase in hydrometeor length yields stronger field enhancement,
as does a decrease in hydrometeor tip radius. Hence, a longer, sharper hydrometeor
generally requires a lower background electric field for the initiation of a discharge.
Likewise, in simulations of streamer initiation from charged water drops Babich,
Bochkov, Kutsyk, et al. [4] found a lower threshold ambient field for larger drop
sizes. Dubinova, Rutjes, Ebert, et al. [59] also observed an optimal semi-axes aspect
ratio for inception; though longer hydrometeors produce a higher electric field, the
probability of discharge initiation decreases when they become too sharp, because
the field enhancement becomes too localized at the tip. As this ratio fixes the
ellipsoidal hydrometeor’s shape, an optimal shape can be determined. Simulations
[121] also show the experimentally observed linear pressure dependence of discharge
initiation. This is expected, as it follows from the pressure dependence of the
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breakdown field.
In addition to size, shape and air density, the onset of a corona discharge has
been found to depend on the orientation, surface features and initial charge of the
hydrometeor. Griffiths and Latham [109] concluded from experimental studies on
ice particles that onset fields in thundercloud regions are probably in the range of
400-500 kV/cm, which was later corrected by Griffiths [122] to 350-450 kV/cm when
taking into account the effect of charge on ice particles. Furthermore, Griffiths and
Latham [109] suggested that continuous corona discharges could be generated from
thundercloud ice crystals at temperatures above -18 ◦C only. Of course, the gas
density increases with decreasing temperature, explaining the subsequent increase
of the onset field. Moreover, the surface conductivity decreases with decreasing
temperature such that corona onset becomes less likely [36], [109], and generally
smaller ice crystals are formed at lower temperatures [36]. In 2006, Petersen,
Bailey, Hallett, et al. [36] demonstrated that corona discharges can initiate in
temperatures down to -38 ◦C, showing that corona and streamer discharges can
initiate from hydrometeors at thundercloud altitudes relevant for lightning initiation.
Moreover, from numerical simulations Babich, Bochkov, and Neubert [123] observed
that the required charge on hydrometeors at these representative temperatures
and altitudes agrees with measured thundercloud precipitation charges, which are
generally between 10 and 200 pC and for a small fraction of hydrometeors between
200 and 400 pC [124].
To conclude, these studies reveal that the onset of a corona discharge from a
hydrometeor depends on its size, shape and surface charge, and on environmental
conditions such as pressure, temperature and the ambient electric field. Experimental
results and in situ measurements indicate the essential role of hydrometeors in
lightning initiation. These findings are supported by simulations of lightning
inception from ice and water particles.
The comparison of experimental work on corona onset from ice point electrodes to
measurements on metal point electrodes has shown the corona onset voltage to be
very comparable [120]. To simulate the onset of a positive corona discharge from a
metal electrode in air, Naidis [112] introduced a model giving a corona inception
criterion taking into account the ambient pressure and the size and shape of the
electrode. This model was applied to spherical and cylindrical electrodes, and later
revisited by Liu, Dwyer, and Rassoul [111] for the spherical case.
The main goal of this chapter is to extend this model to include another representa-
tive shape, the prolate spheroid, as ice and water particles in a thundercloud can
have a wide variety of shapes depending on thundercloud conditions. Their sizes
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range from a few micrometers to several centimeters [125]. The size distribution of
hydrometeors is little investigated within thunderclouds due to difficulties of in situ
measurements [105], but it is expected that the extreme cases of several centimeters
are rare, and that a millimeter range is more representative [126], [127]. When
these hydrometeors fall downwards due to gravity, they are extended along the
vertical direction. The shape of the hydrometeor in the direction perpendicular to
the thundercloud electric field has a negligible contribution to the field enhancement.
More precisely, the enhancement at the tips is mainly determined by the length
of the hydrometeor and the radius of curvature of the tip of the hydrometeor
[59], [128]. Taking this into account, it can prove fruitful to investigate ellipsoidal
hydrometeors. More specifically, assuming cylindrically symmetric thundercloud
conditions, a prolate ellipsoid of revolution, or prolate spheroid, is considered.
Thus, the purpose of this study is to simulate positive corona discharges originating
from a positively charged spheroidal hydrometeor tip. In doing so, the feasibility of
lightning initiation from a spheroidal hydrometeor is studied. The simulation of this
configuration is done using the model for the onset of positive corona discharges
introduced by Naidis [112] and further elaborated by Liu, Dwyer, and Rassoul [111].
The investigated hydrometeor is isolated and without ambient electric field. Thus,
there is only an electric field generated by the charge on the hydrometeor, which
differs from realistic lightning occurrences, where there is also an external field
present due to the large-scale charge distribution. However, the effects of the field
induced by a charged particle can already reveal a lot about the role of particle
shape and size in discharge inception. Hence, for the charged hydrometeor the
dependence of corona onset on its semi-axes aspect ratio and volume is reported
for various ambient pressures by varying its major and minor axes.

4.2 Model Description

As elaborated, a corona discharge is the result of electrical breakdown via direct
impact ionization within avalanches. The resulting avalanches are seeded by electrons
supplied through photoionization. Taking loss by attachment processes into account,
α = η defines electrical breakdown, where α is the number of ionizing collisions per
unit length and η the number of electron attachments per unit length. Formulating
the net ionization coefficient αeff = α− η, breakdown is defined by αeff = 0. Of
course these coefficients depend on the electric field E, meaning αeff = 0 determines
the breakdown field Ek.
The number of photons produced by a primary avalanche is denoted by N1, and those
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produced by a secondary avalanche by N2. N2 depends on N1 through N2 = γN1,
where γ is the mean number of photons from the secondary avalanche produced
by one of the photons from the primary avalanche (see Figure 4.1). In short, γ is
the multiplication factor. Naidis [112] formulates the criterion for corona inception
as the secondary avalanche producing at least as many photons as the primary
avalanche, so N2 = N1, or equivalently γ = 1. Then, the discharge is self-sustaining;
it can proceed without external ionization sources. This criterion does not take
into account the stochastic nature of discharge inception. The region around the
hydrometeor where the breakdown field is exceeded is sufficiently small such that
individual electron avalanches, which have an intrinsically random nature, should
be considered. Here, the randomness, and therefore contributions from outside
this region, is neglected, as only the total amount of electrons in the avalanche is
investigated. The inclusion of stochastic effects would soften the criterion, as then
electrons can ’tunnel’ to higher energies [44].
For point and wire electrodes, most of the electrons and photons are produced
near the surface of the electrodes. It is therefore a reasonable assumption that all
photons that lead to photoionization are produced at the electrode surface. This
assumption overestimates the effect of photoionization, as the effect of photons on
electron production is now maximized. As will be further substantiated, this chapter
studies the minimum conditions for the onset of a corona discharge, such that this
assumption is acceptable. Besides inducing photoionization and thereby triggering
secondary electron avalanches, a photon can also fall back to the electrode surface
or leave the ionization region and consequently not contribute to the secondary
avalanche. Different factors, such as the photon absorption probability, affect this
balance and thus play a role in satisfying the γ = 1 criterion for positive corona
onset.
To formulate the γ = 1 criterion, a spherical coordinate system (r,θ,φ) is introduced
with its origin at the surface of the electrode. This is illustrated in Figure 4.2
for the ellipsoidal electrode, with major axis a and minor axis b, considered in
this paper. In the region near the electrode tip the electric field E reaches its
maximum. Consequently, the number of electrons in the primary avalanche and
the probability of photon emission are also maximum near the tip. For simplicity,
it is assumed that the primary photon is emitted at the origin of the spherical
coordinate system. Taking into account all possible directions in which this photon
can move, the photon absorption region can be defined as the part of the ionization
region (E ≥ Ek) where θ ≤ π/2. In other words, the photon absorption region is
the region that can be reached by the photon and where the field is sufficiently
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Primary avalanche

Photo-ionized electron

Photon emission

Secondary avalanche

E = E
k

Ellipsoidal hydrometeor

Electron
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+ +

Figure 4.1: An illustrative image (not to scale) of the inception process in which the
primary avalanche releases energetic photons, leading to the production of a photo-ionized
electron. The secondary avalanche is formed by the multiplication of the photo-ionized
electron via direct impact ionization. Inception occurs when the number of electrons in
the secondary avalanche and the primary avalanche are equal. All processes occur in the
photon absorption area, where the electric field is higher than the breakdown field (Ek).

high such that an electron avalanche can be created. This region, highlighted in
deep yellow in Figure 4.2, is thus the region of interest for the initiation of a corona
discharge.
The corona inception criterion γ = 1, derived by Naidis [112] using the above
self-sustaining criterion, is then formulated as

γ ≈ ξβ(ρ0)
∫ 2π

0
dφ
∫ π/2

0
sin θdθ

∫ rmax(E)

0
r2P (r)·

[
exp

(∫ ρab(r,θ,φ)

ρ0(θ,φ)
αeff (ρ, E)dρ

)
− 1

]
dr = 1.

(4.1)
The coordinates ρ,r and θ are defined in Figure 4.2. Because of the cylindrical
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symmetry of the prolate spheroid, there is no φ-dependence. Besides the spherical
coordinate system (r,θ,φ) with the origin at the tip of the ellipsoid, the coordinate
ρ, which is given by the direction of the electric field and starts from the z-axis, is
introduced as well, as is the radial coordinate ρ′ from the center of the ellipsoid.
The term ξ is the ionization probability of an oxygen molecule at photon absorption.
The distance ρab(r, θ, φ) is the distance between the point of photoionization
(equivalent to the position of photon absorption) and the symmetry axis of the
ellipsoid along the direction of the electric field in the point of photoionization. It is
thus the length of the line along the ρ coordinate that ends at the point of photon
absorption (see Figure 4.2). Similarly, the distance from the symmetry axis of the
ellipsoid to its surface along the surface electric field direction is given by ρ0 (for a
sphere this would be its radius). The position where the electric field has decreased
to the breakdown field Ek is given by rmax in the spherical coordinate system (r,θ,φ).
Naidis [112] uses the expression for the photon absorption probability P (r) in air
where photoionization of oxygen molecules takes place at absorption of radiation
of wavelengths 98 - 102.5 nm, emitted by nitrogen molecules [129]

P (r) = exp (−κ1rδ)− exp (−κ2rδ)
4πr3 log (κ2/κ1) , (4.2)

where κ1 = 5.6 cm−1 and κ2 = 320 cm−1. The term ξβ(ρ0) can be found from

ξβ =
(

0.03 + 3.78
E

)
δq

δ + δq
, (4.3)

where δq = 0.04 and E is the electric field [129]. Here β is the coefficient of
production of ionizing photons scaled to the net ionization coefficient αeff . Because
of its weak dependence on the electric field and the high fields at the electrode
surface, β is approximated by its value β(ρ0) at the surface. To apply the corona
inception criterion γ = 1 to a prolate spheroid, analytical expressions should be
derived for the distances rmax, ρ0 and ρab, and the electric field E, on which the
ionization probability and the net ionization coefficient depend.

To determine ρab, the direction of the electric field is needed. This direction is
given by the bisector of the two straight lines from the focal points of the prolate
spheroid to the observation point [130]. Using various trigonometric relations, which
are given in the Appendices B, it can be derived that

ρab =
√

2ρ1
2
√

(4
√
a2−b2(a+r cos(θ))+ρ12)(2ar cos(θ)+b2+ρ1ρ2+r2)

ρ1ρ2

ρ12 + ρ1ρ2
, (4.4)
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Figure 4.2: A schematic of the photon absorption area around a positive ellipsoidal
electrode.

with ρ1 and ρ2 the straight lines from the two focal points of the ellipsoid to
the observation point (see also the Appendices B) given by

ρ1,2 =
√
r2 + (a∓

√
a2 − b2)2 + 2(a∓

√
a2 − b2)r cos θ (4.5)

Using the derived expression for ρab, the distance ρ0 can be formulated. This is
done by formulating the equation of the ellipsoid with the origin at its tip, using
the coordinate system (r,θ,φ). By solving the ellipsoid equation (x2

b2 + y2

b2 + z2

a2 = 1
rewritten in the considered coordinates) for r and substituting r in the expression for
ρab, ρab is constrained to the surface of the ellipse and thus ρ0 is obtained. Because
the surface of an ellipsoid and IR3 do not form a diffeomorphic pair, two expressions
for r are obtained and therefore two expressions for ρ0. These expressions are valid
separately for θ ≤ π/2 and θ > π/2 and are given in B.1.

The electric field of a conducting ellipsoid has been derived analytically by Köhn
and Ebert [128] for the prolate spheroid case and by Curtright, Cao, Huang, et al.
[130] for arbitrary dimensions. The derivation of the electric field strength E yields
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E(x, y, z) = Q

4πε0

 3∏
k=1

1√
a2
k + Θ(~r)

/
√√√√( 3∑

m=1

x2
m

(a2
m + Θ(~r))2

)
, (4.6)

where Q is the total charge on the ellipsoid surface, ε0 is the vacuum permittivity,
Θ(~r) the equipotential surfaces and a1 = ax = b, a2 = ay = b and a3 = az = a

are the semi-axes of the considered spheroid of Figure 4.2. Moreover, the Θ-
equipotentials follow from

3∑
k=1

x2
k

a2
k + Θ(~r) = 1, for Θ(~r) > 0. (4.7)

The above electric field expression can be rewritten in the considered coordinates
(ρ′, r, θ, φ) as defined in Figure 4.2. Here r can be converted to ρ′ using the
trigonometric relation ρ′ =

√
a2 + r2 + 2ar cos(θ). The field is also reformulated to

contain the electric field at the ellipsoid tip (z = a in equation (4.6)) E0 = Q
4πb2ε0

.
To obtain the final expression for the electric field, the ρ′ coordinate is converted
to the ρ coordinate along the electric field direction as required for the γ = 1
criterion. This is done using the derived ρab expression. In order to have analytically
solvable equations in this derivation, r is not converted to ρ′ in the conversion
from ρ′ to ρ. This means some ambiguity remains in the expression of the electric
field E = E(ρ, r, θ). As eventually the equation γ = 1 is solved numerically, this
ambiguity is not a problem as long as the resulting αeff (which is calculated using
the electric field) behaves correctly. The used formulation is

E(ρ, r, θ) = 2b2E0ρ
′√

a2 − b2 + q + ρ′2
(
−a2 + b2 + q + ρ′2

)√
q

(b2−a2)(a2+2ar cos(θ)+r2 cos(2θ))
a2+2ar cos(θ)+r2 +q+ρ′2

,

(4.8)
with the shorthand q =

√
2ρ′2(b2−a2)(a2+2ar cos(θ)+r2 cos(2θ))

a2+2ar cos(θ)+r2 + (a2 − b2)2 + ρ′4 and
with

ρ′ =

√√√√2ar cos(θ) (3a2 − 3b2 + ρ2) + 2a2ρ2 + a2ρ1ρ2 − b2ρ2 − b2ρ1ρ2 + ρ2r2 + ρ2ρ1ρ2 + p

2a2 + 2ar cos(θ)− b2 + r2 + ρ1ρ2
,

(4.9)
with p = 2a4 − a2b2 + 2a2r2 cos(2θ) + a2r2 − b4 − 2b2r2 cos(2θ) − b2r2. The

derivations of these expressions are presented in Appendix B.3.
Finally, the distance rmax from the tip of the prolate spheroid to the position

where E = Ek can be determined. Because there is no explicit solution for rmax
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in the considered geometry, this is done by approximating the surface E = Ek

as forming an ellipsoid surface near the tip, as is validated in simulations in
Appendix B.4. Then, finding rmax specifically for θ = 0 and θ = π/2 is sufficient
to obtain rmax for arbitrary θ. These expressions are found by reformulating
the electric field in terms of r and θ only and solving E(r, θ = 0) = Ek and
E(r, θ = π/2) = Ek. This yields an analytical expression for rmax which can be
validated using the aforementioned simulations:

rmax(θ)=
rmax(θ=π/2)(√rmax(θ=0)2(2a+rmax(θ=0))2 sin2(θ)+rmax(θ=π/2)2(a+rmax(θ=0))2 cos2(θ)−armax(θ=π/2) cos(θ))

rmax(θ=0)(2a+rmax(θ=0)) sin2(θ)+rmax(θ=π/2)2 cos2(θ)
, (4.10)

with the expressions for rmax(θ = 0) and rmax(θ = π/2) derived and given
in Appendix B.4.

Using the now known required expressions, the surface electric field E0 at the tip
of the ellipsoidal hydrometeor required for the onset of a positive corona discharge
can be calculated from equation (4.1) at the known electric field distribution
E(ρ, r, θ) for different values of the relative gas density δ and major and minor
axes a and b. As noted by Liu, Dwyer, and Rassoul [111], it is more convenient
to, instead of using γ = 1, define a new quantity:

Y ≡ γ − 1 = 0. (4.11)

The onset surface electric field E0 at the tip can now be computed by finding
the zero of Y . This cannot be done analytically due to the complexity of the
integrals. Moreover, since the integration limits in equation (4.1) also depend on the
unknown E0 and the integration variables, numerical integration by itself is also not
sufficient. However, this numerical integration can be combined with a numerical
function that finds the root of an expression, such as the MATLAB function ’fzero’,
as used by Liu, Dwyer, and Rassoul [111] and this work, or the Mathematica
function ’FindRoot’. Substituting the numerical integration of equation (4.11) into
the find root function means the numerical integration can be solved even though
the integration limits are not numbers. Thus, in combination with this method
the model determines the corona onset field E0 at the hydrometeor tip through
equation (4.11), equivalent to equation (4.1).

After applying the find root function, the found onset field E0 can be used
to evaluate the ionization integral K, given by

K =
∫ ρc

ρ0
αeff (ρ, E)dρ, (4.12)
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where ρc = ρab(rmax, θ, φ) gives the position of the breakdown field Ek. Expo-
nentiation of K yields the number of electrons produced by an avalanche from the
edge of the ionization region to the surface of the hydrometeor. Equation (4.12)
is thus a criterion for the onset of a positive corona discharge with K a threshold
value that needs to be reached to enable initiation. It is important to note that the
above integration is taken along the field line from the surface of the electrode to
the edge of the ionization region, because the avalanche follows the direction of the
electric field.
Per the convention used by Naidis [112], the model is set up to output the onset
field E0, from which the onset voltage V0, onset charge Q, and ionization integral
K can be derived. This order is thus kept in the following results section.
As stated, the used model gives the minimum condition for the onset of a corona
discharge. Besides assuming all photons are emitted at the surface, it neglects the
presence of space charge created in the discharge. Furthermore, the onset criterion
is only imposed on the secondary avalanche; further avalanches are assumed to
take place when this criterion is satisfied. While these factors generally increase
the threshold for corona inception, including its stochastic nature would lower this
threshold. The validity of the model depends on the relevant dimensions. For the
model to be reliable, the largest photon absorption length (rmax) should be smaller
than the length of the ellipsoid. Otherwise, the equilibrium between the ionization
coefficients with the local electric field cannot be guaranteed.

4.3 Results and discussions

4.3.1 The effects of varying aspect ratio and volume of
spheroidal hydrometeors on the corona inception cri-
terion

To calculate the required effective ionization coefficient αeff in equation (4.1), we
need to use the air plasma-chemical reactions which are listed in Table 4.1. All
electron impact ionization, excitation, elastic and attachment reactions (except
three-body attachment) that are included in the list were taken from Itikawa
database [72]–[74]. The three-body attachment with O2 as the third body was taken
from Phelps database [75] and scaled to the different δ. Next, the reactions were
used as input for BOLSIG+ [82], [83] to calculate the ionization and attachment
coefficients. The results are depicted in Figure 4.3 and the effective ionization
coefficient is defined as the subtraction of the attachment coefficient from the
ionization coefficient.
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Table 4.1: List of plasma-chemical reactions used for calculation the ionization and
attachment coefficients.

Elastic e− + N2 → e− + N2
e− + O2 → e− + O2

Ionization e− + N2 → 2e− + N+
2

e− + N2 → 2e− + N+ + N
e− + N2 → 3e− + N2+ + N
e− + O2 → 2e− + O+

2
e− + O2 → 2e− + O+ + O
e− + O2 → 3e− + O2+ + O

Attachment e− + O2 + O2 → O−2 + O2
e− + O2 → O− + O

Excitation e− + O2 → e− + O2
∗

e− + N2 → e− + N2
∗
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Figure 4.3: Reduced attachment (η/N) and ionization (α/N) coefficients as a function
of reduced electric field in an N2 : O2 = 80:20 mixture at δ=1. The breakdown field is
determined where α− η=0.

Using the corona inception criterion of equation (4.1), equation (4.11) is solved
numerically in MATLAB for varying hydrometeor volume 4

3πC, with C = ab2 the
volume parameter, and varying aspect ratios b/a. The aspect ratio b/a is considered
instead of, for example, the major axis a, such that the effects of varying volume
and shape can be investigated separately.

The studied hydrometeor geometries have volume parameters of C = 0.01, 0.05,
and 0.1 cm3 and aspect ratios from b/a = 0.01 to 1, where b/a = 1 represents
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a sphere (a = b). First, positive corona inception is investigated at atmospheric
pressure (δ = 1). The onset field E0 at the tip of the ellipsoid, found directly
from solving equation (4.11), is presented in Figure 4.4a. It can be seen that
E0 decreases with volume for a fixed aspect ratio. For the smallest hydrometeor,
C = 0.01 cm3, the onset field at b/a = 0.045 is 366 kV/cm, while for the largest
hydrometeor, C = 0.1 cm3, this is 248 kV/cm. The decrease of the onset field with
increasing volume is expected as a larger hydrometeor, simulated as an electrode,
provides more surface for photon emission to the photon absorption region. Here,
it should be noted that in the model it was assumed that all photons that lead to
photoionization are emitted at the surface. Thus, for a smaller hydrometeor less
photons are emitted and therefore less electrons are produced by photoionization,
such that to satisfy the corona onset criterion a larger onset field E0 is required.

From Figure 4.4a it can also be concluded that for a fixed volume, a sharper
ellipsoid has a larger onset field E0 at its tip. Because a sharper ellipsoid has less
surface near the photon absorption region, a larger E0 is needed to meet the inception
criterion. In the spherical limit, b/a = 1, the onset field for C = 0.01 cm3 is about
17% larger than that for C = 0.1 cm3, and for the much sharper tip at b/a ≈ 0.015
this difference has increased to about 70%. The onset field thus increases much
stronger with sharpness for a smaller hydrometeor, which is expected as a smaller
object has more surface area compared to its volume. It should be noted, however,
that Figure 4.4a does not give the whole story. This onset field is only at the tip of
the ellipsoid. Moreover, as charges on a conductor tend to move away from each
other as much as possible on its surface, the electric field is enhanced more strongly
near a sharper tip. Hence, even though a sharper ellipsoid has a larger E0, this does
not necessarily mean corona inception from sharper hydrometeors in thunderstorms
is less likely. On the contrary, Petersen, Bailey, Hallett, et al. [40] observed sharper
hydrometeors promote glow coronae. Griffiths and Latham [109] suggested in their
paper on coronae from ice hydrometeors that the onset ambient field decreases
with increasing combined length of the liquid filament, which was confirmed by
Crabb and Latham [33], who also found that the elongated filament resulting from
raindrop collision promotes corona onset. This seems to contradict the decrease of
E0 with elongation in Figure 4.4a, but taking into account the mentioned effect of
only considering the tip this discrepancy is explained. To draw clearer conclusions,
other quantities such as potential, surface charge and the ionization integral should
be considered as well when studying corona inception from an ellipsoid.

From the onset field E0 the onset voltage, or inception voltage, along the major
axis (from the tip to infinity) can be calculated by the integration of the electric
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ba

Figure 4.4: The a) onset field, and b) onset voltage for positive coronae at the tip of
the ellipsoidal hydrometeor for C = 0.01, 0.05, and 0.1 cm3 for varying aspect ratio b/a at
atmospheric pressure. For clarity, two ellipsoid shapes are given at different b/a. Results
are compared in the spherical limit (b = a) with Liu, Dwyer, and Rassoul [111].

field. This onset voltage V0 is shown in Figure 4.4b. The inception voltage increases
with hydrometeor volume. This is also found by Liu, Dwyer, and Rassoul [111]
for a spherical electrode. Note that the onset field decreases with volume while
the onset voltage increases, which can be quickly understood by looking at the
simpler configuration of a sphere, where V0 = E0ρ0, with ρ0 its radius. Figure
4.4b also shows that the onset voltage is lower for a sharper ellipsoid. For a
very sharp tip this difference is less noticeable, and the onset voltage is about 4
kV for the three hydrometeors. In the spherical limit, the largest hydrometeor
(C = 0.1 cm3) requires 30 kV for corona onset, while the smallest hydrometeor
(C = 0.01 cm3) requires 16 kV.

Besides the onset voltage V0, the onset charge Q can also be derived from the
onset field E0 through E0 = Q

4πb2ε0
. Of course, the onset field is a result of the

onset charge, making this the more fundamental parameter. The onset charge,
which is the total charge on the electrode surface, is depicted in Figure 4.5. A
size-dependent optimum aspect ratio b/a is observed at which the onset charge is
lowest. While a sharper ellipsoid has a higher onset field and thus requires more
charge at the tip to reach this E0, a larger fraction of the total charge is collected
at its tip because of the optimization of charge separation. In simulations of corona
inception from hydrometeors modelled as dielectrics in an external electric field,
Dubinova, Rutjes, Ebert, et al. [59] also found a size-dependent aspect ratio for
which the onset background field is minimum. From Figure 4.5 the range of onset
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charge for hydrometeors with volumes between 0.042 cm3 and 0.42 cm3 is found
to be 2367 pC to 15,467 pC at atmospheric pressure.

Figure 4.5: The onset charge for positive coronae at the tip of the ellipsoidal hydrometeor
for C = 0.01, 0.05, and 0.1 cm3 for varying aspect ratio b/a at atmospheric pressure.

Finally, the ionization integral K along the major axis can be calculated from
the onset field as well, through equation (4.12). The result is presented in Figure
4.6. At a fixed volume, the ionization integral decreases with b/a, meaning that less
electrons are required in an avalanche from the edge of the photon absorption region
to the electrode surface. To interpret these results the dependence of the photon
absorption area and length on the electrode dimensions are studied in COMSOL
for some data points, of which the results are given in Table 4.2. From this data
it can be concluded that for a fixed aspect ratio, a smaller electrode has a smaller
photon absorption area and length, as does a sharper electrode for a fixed volume.
However, for a very sharp electrode the photon absorption area and length are
approximately equal, as can be seen for b/a = 0.014 in Table 4.2.

As an ellipsoid with smaller b/a has a smaller photon absorption region, photons
are absorbed closer to the electrode compared to its size, such that stronger
avalanches are required to satisfy the inception criterion. A similar argument
was made by Naidis [112] to explain the ionization integral dependence on radius
for a spherical and cylindrical electrode. Comparing the data points for different
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Table 4.2: Photon absorption area and length for various ellipsoidal electrode aspect
ratios and volumes.

Volume parameter
C (cm3)

Aspect ratio
b/a

Semi axis
a (cm)

Semi axis
b (cm)

Area
(mm2)

Length
rmax (mm)

0.1 0.014 7.93 0.11 0.21 0.12
0.1 0.045 3.68 0.16 0.33 0.22
0.1 0.141 1.70 0.24 1.02 0.47
0.1 0.447 0.79 0.35 6.20 1.02
0.05 0.014 6.29 0.08 0.25 0.11
0.05 0.045 2.92 0.13 0.28 0.20
0.05 0.141 1.35 0.19 0.84 0.41
0.05 0.447 0.62 0.28 4.91 0.88
0.01 0.014 3.68 0.05 0.25 0.09
0.01 0.045 1.70 0.07 0.28 0.16
0.01 0.141 0.79 0.11 0.58 0.31
0.01 0.447 0.36 0.16 2.71 0.61

volumes, two regions can be discerned in Figure 4.6, separated by a cross-over point
around b/a = 0.55. At large b/a, where K drops below 14, the largest ellipsoid has
the largest value for the ionization integral, again because photons are absorbed
closer to the electrode with respect to its size. When K increases above 14 for
decreasing b/a it is observed that the smallest ellipsoid has the largest K value.
An explanation for this could be that when b/a becomes small enough, the photon
absorption region becomes so small that its absolute size instead of its relative
size determines the value of the ionization integral. Stronger avalanches are then
required for a smaller electrode. For very small b/a the data points for different
volumes appear to converge again. A likely explanation is that when the ellipsoid
becomes very sharp, a photon is absorbed so close to the tip such that the total
volume of the electrode has no effect; only the sharpness of the tip determines the
value of the ionization integral. This is supported by the photon absorption area
being approximately equal for the different volumes at b/a = 0.014 in Table 4.2.

4.3.2 Variation of the corona inception criterion with pres-
sure

Next, the dependence of corona onset from an ellipsoidal hydrometeor on the ambient
pressure is investigated by varying the relative gas density δ. More specifically,
the values δ = 10, 1, and 0.1, analogous to the works by Naidis [112] and Liu,
Dwyer, and Rassoul [111], and δ = 0.5, representative for thundercloud altitudes,
are considered. The volume parameter is fixed at C = 0.01 cm3 and the aspect
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Figure 4.6: The ionization integral along the major axis for positive corona onset at the
tip of the ellipsoidal hydrometeor for C = 0.01, 0.05, and 0.1 cm3 for varying aspect ratio
b/a at atmospheric pressure.

ratio b/a varies again from b/a = 0.01 to 1. The results for the onset field at the
hydrometeor tip are shown in Figure 4.7a. As expected, a higher pressure leads
to a higher onset field E0. As explained by Liu, Dwyer, and Rassoul [111], at a
higher pressure more of the excited nitrogen molecules responsible for emitting the
ionizing photons are quenched, leading to a lower photon production such that
a higher field is required. To briefly examine how the results are affected by the
aforementioned photoionization outside of the ionization region, the computations
are redone with an integration upper limit of 10rmax instead of rmax. It follows
that the difference in outcome is generally well below 1%, only rising above 5% for
δ = 0.5 for the smallest volume parameter C = 0.01 cm3, and only for very blunt
tips, nearing b/a ≈ 1. Neglecting this stochastic effect thus seems justified.

Similarly, the onset charge increases with pressure, as depicted in Figure 4.7b.
For C = 0.01 cm3 the onset charge is between 547 pC and 2400 pC for δ = 0.1
and between 1500 pC and 3100 pC for δ = 0.5. For δ = 0.5 the onset charge is
minimum at an aspect ratio of approximately 0.1. A pressure above atmospheric
pressure, at δ = 10, is not representative for thunderstorms, but is included for
completeness. Again, the ionization integral K can be calculated from the onset
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field and is plotted in Figure 4.7c. The pressure dependence can be explained as
before; due to increased quenching of excited nitrogen molecules at higher pressures
the photon production is lowered. Therefore, stronger avalanches are required
to satisfy the inception criterion.
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Figure 4.7: The a) onset field, b) onset charge, c) ionization integral for positive coronae
at the tip of the ellipsoidal hydrometeor for δ = 10, 1, 0.5, and 0.1 for varying aspect ratio
b/a at a fixed volume parameter C = 0.01 cm3. Results are compared in the spherical
limit (b = a) with Liu, Dwyer, and Rassoul [111].

4.3.3 Dependence of the derived ambient electric field on
the aspect ratio for thundercloud pressure

The ambient field Ebg required for corona onset can be derived from the onset
field E0 at the hydrometeor tip. This is done by simulating the hydrometeor as
a conductor without surface charge in an ambient electric field in COMSOL, and
increasing this field until the determined E0 is obtained at the tip. The relative
gas density of δ = 0.5 and the most representative size of C = 0.01 cm3 (as
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hydrometeors are generally found in the millimeter range [126], [127]) are chosen.
The results are presented in Figure 4.8. It is seen that the required background
field Ebg is below the breakdown field Ek, between 0.07Ek and 0.8Ek, and is
lowest for the sharpest hydrometeor tips.
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Figure 4.8: The required background electric field, Ebg, to have an enhanced electric
field of E0 at the tip of the hydrometeor (C = 0.01 cm3). The values are calculated at
δ = 0.5, where Ek = 17.9 kV/cm .

4.4 Summary, Conclusions and Outlook

The corona inception criterion set up by Naidis [112] is applied through numerical
simulations to spheroidal electrodes of various dimensions at different pressures. By
doing so, the theoretical onset of a positive corona from an ellipsoidal hydrometeor
is studied. It is found that the onset electric field at the hydrometeor tip decreases
with hydrometeor volume and tip bluntness, as the hydrometeor surface near the
photon absorption region increases with these factors. Moreover, the onset field
increases with pressure due to the quenching of excited nitrogen molecules. For a
hydrometeor of 0.042 cm3 volume (C = ab2 = 0.01 cm3) and thundercloud pressure
(δ = 0.5), the onset field at the tip varies approximately from 2.4Ek (limiting
case sphere) to 70Ek (sharpest case considered), where Ek is the breakdown field.
However, the onset field at the tip is not deemed representative for the likeliness of
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corona onset as it does not provide information on the entire surface. These values
were also obtained without the inclusion of an ambient electric field. Instead, the
onset potential difference, V0, can provide a more realistic picture for corona onset,
since it can be compared with experimental results. As we can observe, sharper
hydrometeors need a lower voltage to initiate a discharge.

Another way to better predict the feasibility of corona onset in thundercloud
electric fields is by the derivation of the required ambient electric field Ebg from
the computed onset field E0. This yields values between 0.07Ek and 0.8Ek for
semi-axes aspect ratios between 0.01 and 1. Hence, the found ambient electric field
is well below the breakdown field. It should be noted that this derived ambient field
is neither an upper limit nor lower limit on the field required for onset. While the
model gives a minimum condition for corona onset, the found E0 would be lower if
an ambient electric field was included in the model in the first place. Thus, the used
assumptions and simplifications should be kept in mind when interpreting these
results. However, the ambient field being significantly lower than the breakdown
field for representative shapes is very promising.

Whereas the onset field only provides information on the hydrometeor tip and
the onset voltage only on the major axis, the onset charge is the total charge on the
hydrometeor surface. This onset charge reveals, depending on hydrometeor volume,
an optimal semi-axes aspect ratio of the ellipsoidal hydrometeor for which the least
amount of charge is required for positive corona onset. The minimum in the onset
charge curve is caused by the interplay between required onset field and geometry; a
sharper hydrometeor has a larger onset field at the tip and thus requires more charge
at the tip, but a larger part of its total charge is located at the tip. As this optimum
was not found for the onset field or onset voltage, this suggests that considering only
the major axis, which is often done in models for simplification, may not be sufficient
when investigating corona onset conditions. Interestingly, in their study on lightning
inception from hydrometeors, simulated as dielectrics in an ambient electric field,
Dubinova, Rutjes, Ebert, et al. [59] obtain a length-dependent optimum aspect ratio
of the hydrometeor that requires the lowest ambient field for discharge inception. In
addition, the obtained results can be compared to measured precipitation charges.
Generally the hydrometeor charge is measured below 400 pC [124]. For the volume
closest to the measured precipitation, C = 0.01 cm3, and a relative gas density of
δ = 0.5 the onset charge is found to be between and 1500 pC and 3100 pC. However,
these charges were measured for estimated hydrometeor diameters between 1 and
3mm, whereas in the spherical limit the simulated hydrometeors have diameters
between 4mm and 9mm. In their simulations on spherical hydrometeors using
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the same corona inception criterion as this study, Liu et al. have shown that the
onset charge varies over several orders of magnitude in the estimated size range of
hydrometers. For spherical hydrometeors of 9mm diameter, the simulated onset
charge was near ten times larger than for a 3mm diameter. With this size correction
(roughly a factor 10) onset charge values are close to the hydrometeors charges
obtained from in situ measurements. Moreover, the considered configuration is an
isolated hydrometeor with zero ambient field. Interaction between hydrometeors
(see for example [131]) and a non-zero ambient field would lower the amount of
charge required for corona inception, which explains why the found onset charge
is higher than expected from in-situ measurements.

Besides the onset charge, the ionization integral K also displays different
behaviour in different b/a regions. For hydrometeors with very blunt tips, close to
a spherical shape, a larger hydrometeor has a larger K value for onset, as photons
are absorbed closer to the hydrometeor with respect to its size. However, for
hydrometeors with sufficiently sharp tips, the absolute size of the photon absorption
region seems to be more important than its relative size, such that a smaller
hydrometeor has a larger value of the ionization integral. For any ellipsoidal shape,
the value of the ionization integral is larger at higher pressures, because of the
quenching of excited nitrogen molecules, which leads to lessened photon emission
and therefore a need for stronger avalanches for corona onset.

To investigate the validity of the results, the approximations and assumptions of
the model should be evaluated. Firstly, the distance rmax from the tip to the edge
of the photon absorption region should be smaller than the hydrometeor length.
Using the expression derived in the Appendices B, it is found that for all data
points the maximum ratio of this distance to length is rmax/L = 0.2, meaning this
condition for the model to hold is satisfied. Furthermore, the presence of space
charges is ignored in the model, leading to an overestimation of the electric field
magnitude. When the ionization integral K, or equivalently number of electrons in
the avalanche, is large enough, the perturbation of the electric field by the space
charge becomes comparable to the magnitude of the electric field itself, such that
space charge cannot be neglected. This is accompanied by the transformation of the
avalanche into a streamer. In literature, it is often taken that K should be below
14-22 [110], [112] for the perturbation of the electric field by space charge to be
neglected. In the results, the value of K is below this threshold for sufficiently blunt
hydrometeors. Near b/a = 0.555 in Figure 4.6, which is also the cross-over point of
the three curves, this value rises above 14. Hence, for sharper ellipsoids possibly
more physics should be added to the model to obtain more accurate results.
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In the model of the current work, it is assumed that there are sufficient free
electrons present for the primary electron avalanche. To be able to draw conclusions
on whether corona onset is possible in thunderclouds, it should be considered how
these free electrons are supplied, and if this supply is large enough. The source of
free electrons for lightning initiation is a widely researched subject, see for example
[131], [132]. At least one primary electron is required for discharge initiation, but
more electrons lower the inception threshold. When more electrons are available,
the requirements on the other factors, such as the aspect ratio and volume of the
hydrometeor or amplitude of the ambient field, will be softened.

From the above considerations, it can be concluded that lightning initiation from
a spheroidal hydrometeor is feasible. While the onset field at the tip of the charged
hydrometeor without ambient field was not found to be below the breakdown
field in the considered configuration, the derived onset ambient electric field for
the uncharged hydrometeor is lower than this threshold. Further enhancement
could be provided by the interaction between hydrometeors. For representative
dimensions and pressures, the amount of charge required for corona onset provided
by the model is comparable to measured hydrometeor charges. Whether sharper
hydrometeors promote lightning onset is a delicate discussion, which depends on
which parameters are considered. From our results, it appears that only considering
the major axis is not sufficient to reach conclusions on this matter. To further
investigate the corona onset from hydrometeors using this model, more physics
could be included. Most importantly, the thundercloud ambient electric field could
be added to the model. Furthermore, the method can be applied to a hydrometeor
cluster. The role of humidity, which was studied by Liu, Dwyer, and Rassoul
[111] for spherical hydrometeors, and the low-temperature environment can also be
investigated. Finally, the model could be adjusted to account for space charge effects.
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5
Lightning inception by hydrometeors: an

experimental approach

Abstract

In this study we use an experimental investigation to shed light on the lightning inception problem.

From atmospheric observations, it is known that the electric fields in thunderclouds are significantly

lower than required for electric breakdown in air. One theory to explain lightning inception is

that hydrometeors, i.e. any liquid or solid water particles formed in the atmosphere, greatly

enhance the local electric field and can thereby initiate an electron avalanche leading to a streamer

discharge. In this study, we investigate streamer initiation in the presence of artificial particles

with different shapes. A metal or dielectric (TiO2) particle is suspended between a high-voltage

and a grounded planar electrode which are separated by 16 cm in 50mbar air. The particles are

shaped as ellipsoids with a length of 8, 4, 2, and 1 cm and with different aspect ratios. A negative

high voltage pulse is applied with a rise time of 30 ns, a pulse width of 1-10µs, a repetition rate of

1Hz, and a maximum voltage between 1 and 50 kV.

Results show that the required background electric field for breakdown in the presence of a dielectric

particle is decreased to 0.4 times the air breakdown field. Moreover, we observed bipolar streamer

development from the particles where negative streamers are thicker and slightly slower than

positive streamers. Finally, we found that streamers from longer particles are thicker and faster.

This chapter is based on [S. Mirpour and S. Nijdam. "Experimental investigation on streamer
inception from artificial hydrometeors." to be submitted to Journal of Geophysical Research
Letters]
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5.1 Introduction

One of the unanswered fundamental questions in atmospheric electricity physics
is the lightning inception issue [2], [3], [28], [133]. Observations have shown that
the electric field of a thundercloud is much lower (approximately 1/10) than the
critical electric field, Ek, required for discharge initiation [107]. One of the main
theories to explain this is a streamer-based mechanism for lightning initiation [22].
In this model, a system consisting of a few successful positive streamers can lead to
a significant electric-field enhancement at their origin. However, in this model, a
main question that remains unanswered is how the very first streamer is initiated
under a sub-breakdown field. One main hypothesis that has been developed and
discussed is lightning inception by hydrometeors, in which electric fields can be
significantly enhanced near the extremities.
A streamer is initiated when an electron is available in a relatively high electric field
near the hydrometeor tip where the ionization coefficient is approximately higher
than the attachment coefficient. Under such conditions, the number of electrons can
start to increase exponentially and eventually result in an electron avalanche. The
number of produced electrons should be higher than the so-called Meek criteria [58],
which has recently been revisited by Montijn et al. [20]. As soon as the number
of electrons meets the Meek criterion, the space charge is sufficient to initiate a
streamer.
Streamer inception from hydrometeors has been the focus of quite a few theoretical
and experimental studies. In most of these, the hydrometeor or ice crystal is
considered as a suspended electrode in the gap and is not connected to an external
circuit. Petersen et al. [40] experimentally investigated streamer inception from
ice crystals. They were able to produce ice crystals and place them between two
electrodes at low temperatures. They established an empirical formula between
the positive corona inception and the temperature and length of the ice particles.
They found that positive streamers can be initiated in a lower electric field at
temperatures well below -18 °C by longer ice crystals. Furthermore, they showed
that in addition to ice crystal length, tip sharpness can play an important role.
Although ice crystals with sharper tips can increase the field enhancement, an
ice crystal with a very sharp tip (<100µm) can also inhibit positive streamers.
In another experiment, Mazur et al. [41] used an array of conducting spherical
particles in a large-gap, high-voltage setup. They observed bidirectional and bipolar
leader development from the particles. They showed that the size of the particle
can influence the duration of the discharge. Some questions were not answered in
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their study, such as the streamer inception point and propagation velocity, since
their observations were limited by leader development and no investigation was
conducted regarding primary streamers development.
On the theoretical and numerical side, there have been more complicated and
advanced studies on this topic. Sadighi et al. [134] modelled a column-shaped
ionized patch under sub-breakdown conditions. They found that at an altitude
of 7 km, streamers can be initiated from the hydrometeor at 0.3Ek. This can be
achieved for hydrometeors with a length between 5 and 8mm and an ambient
background density on the order of 1015m−3. Because of the importance of the
hydrometeor geometry, Dubinova et al. [59] investigated the requirements for a
large ellipsoid hydrometeor as a function of the background field. They found that
streamers can be initiated at lower electric fields from longer and sharper particles.
More specifically, at an ambient background density of 100 free electrons per cm3,
streamer inception is observable from a hydrometeor with a length of 6 cm and and a
tip radius-to-length ratio of 0.005 at approximately 0.15Ek. In addition to the shape
and size, a unique feature of ice is its dielectric function, which yields a high dielectric
constant (approximately 93) at low frequencies and a low dielectric constant of 3 at
high frequencies. This can manifest itself in streamer inception where the very first
electrons experience almost a DC field, while streamer propagation occurs on the
order of a few ns (MHz to GHz). Dubinova et al. [21] demonstrated the influence
of dielectric properties on streamer propagation and showed that streamers from
particles with a dielectric function of ice are lower than those of particles with a
constant dielectric permittivity of 93. Notably, when discussing dielectric particles,
it is important to consider surface charge accumulation (initial net charge), which
was not considered in Dubinova’s work. It has been shown that negative charges are
accumulated on particles and increase during streamer propagation [135], [136]. This
can generally influence the near-tip electric field enhancement, streamer propagation,
and inception, especially if we work under repetitive discharges. One important
missing piece in theoretical studies is a comparison with experimental data, which
can likely show the mentioned effects in a real-life experiment. In chapter 4, we
present a theoretical model which investigates the discharge inception criterion near
ellipsoidal hydrometeors. We showed that longer and sharper hydrometeors can
enhance the electric field near the hydrometeor tip up to 37Ek. Furthermore, in line
with Dubinova [21] we found an optimal ellipsoidal aspect ratio of 0.1 for corona
inception for representative conditions.
In this study, we implemented an experimental approach to understand the discharge
behavior near ice-like dielectric particles and compared that with metal particles.
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Figure 5.1: a) Metal (Brass) and dielectric (TiO2) particles used for this experiment, b)
long exposure camera image of discharges with a dielectric particle (L = 4 cm and AR
= 0.1) placed between a negative high-voltage electrode (VHV = 15 kV) and a grounded
electrode.

Of primary interest in this work are the effects of particle size and shape on
streamer inception near particles. Of secondary importance are streamer propagation
properties (velocity and thickness) from different particles to understand the role
of particle size and shape and its dielectric profile.

5.2 Materials and Methods

5.2.1 Experimental conditions

All experiments in this study were performed in a plane-to-plane geometry in which
an ellipsoid dielectric or metal particle (a = semi-major and b = semi-minor axis)
was suspended by a thin fishing line (diameter of 0.3 mm) between high-voltage
and grounded electrodes (see figures 5.1 and 5.2).Note that no corona formation
was detected from the fishing line.The dielectric and metal ellipsoid particles are
composed of titanium dioxide (TiO2) and brass respectively and have varying
different tip radii (R = b2/a) and lengths (L = 2 × a). The dielectric particles
were formed by annealing and pressing followed by polishing. Table 5.1 shows
the metal and dielectric particles used for the experiments based on their shape
(R/L) and aspect ratio (AR = b/a).

In each experiment, a particle was suspended between negative high-voltage
and grounded plane electrodes of 20 cm diameter separated by a fixed 15 cm gap
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Table 5.1: List of metal and dielectric particles with different shapes and AR

Length (cm) Shape R/L AR b/a Material

8
0.1 0.44 TiO2 and brass
0.05 0.1 TiO2 and brass
0.01 0.044 brass

4
0.1 0.44 TiO2 and brass
0.05 0.1 TiO2 and brass
0.01 0.044 brass

2
0.1 0.44 TiO2 and brass
0.05 0.1 brass
0.01 0.044 NA

1
0.1 0.44 TiO2 and brass
0.05 0.1 brass
0.01 0.044 NA

distance. A high-voltage pulse was applied by a circuit consisting of a high-voltage
semiconductor switch (HTS 401-10-GSM, Behlke) and a 1 nF high voltage capacitor.
This produced a negative high-voltage pulse with a rise time of 40 ns, a repetition
rate of 1Hz, a pulse width of 1-10ms and a maximum voltage of 60 kV. The
experiments were conducted in synthetic air with a composition of 80% N2 and 20%
O2 at pressure 50mbar. To prevent discharges between the high-voltage electrode
and the vessel body, we used a PVC rounded insulator around the electrode.

5.2.2 Dielectric properties of TiO2

To measure the dielectric profile of the dielectric particles, a cylindrical disk from
TiO2 material with a diameter of 3 cm and height of 1 cm was prepared. We
measured the permitivity of this material using dielectric material measurement
fixtures (1 kHz - 5MHz: Agilent 16451B and 5MHz - 10 GHz: Agilent 16453A)
and a network analyzer (E5071C Agilent). Figure 5.3 shows the measured relative
permittivity of TiO2 and ice (taken from Mavrovic et al. [137]) as a function of
frequency. Below 104 Hz, the relative permittivity of ice is approximately 90. In
this range, the TiO2 dielectric constant was measured to be 140±30. The relative
permittivity of ice decreases from 90 to 3 at approximately 10 kHz. For TiO2, the
dielectric constant continuously decreases to less than 10. Note that the step in the
dielectric constant profile of TiO2 at 5×106 Hz is due to a switch in measurement
device at this frequency and has no physical meaning.
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Figure 5.2: a) schematic of the setup where an ellipsoid particle with semi-major axis a
and semi-minor axis b is suspended by a thin fishing line between a negative high-voltage
and grounded electrode. b) ICCD image of streamer development from a dielectric particle
(a=1 cm and b/a=0.44).

5.2.3 Inception voltage measurements

To collect the photons from the inception phase, a photo-multiplier tube (PMT,
Hamamatsu H10720-1 10) with 15 cm lens were placed in front of the vessel to capture
photons produced by the corona around the particle tips. The PMT output signal
showed a peak for each streamer discharge event. When the peak was 3 times higher
than the background level, it was recorded as a streamer initiation. The inception
voltage is the voltage at which the discharge initiated. The HV pulse width for these
measurements was set to tHV = 10µs to give enough time to initiate the discharge.
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Figure 5.3: Measured relative permittivity of TiO2 and ice. The data for ice was taken
from [137]

5.2.4 Streamers thickness and velocity measurement

To measure the streamer thickness, we used an intensified CCD camera (ICCD,
Stanford Computer Optics 4QuickE) with a Nikkor UV 105mm f/4.5 camera lens
mounted directly on the camera. The intensifier enabled us to take streamer images
with a nanosecond exposure time. The camera was placed in front of the vessel.
For better clarity, the output images are rendered in false color. To measure the
streamer thickness, the camera gate was open for 300 ns from the beginning of the
HV pulse. VHV and tHV of the HV pulse were fixed to 15 kV and 1µs at 50mbar,
respectively. This is sufficient time for streamers to fully develop and cross the gap.
We scaled the applied voltage for different pressures by keeping V /p constant. From
the measured images, several cross sections at 0 (tip), 20%, 40%, 60%, 80% and
100% (electrodes) of the gap for upward and downward streamers were obtained.
The streamer thickness was measured as the full width at half maximum (FWHM)
in that cross section as we did that in the previous studies [50].
To measure the streamer propagation velocity, we obtained two images with a very
short camera exposure time (5 ns) when streamers crossed half of the gap. The two
images were taken with a difference in exposure delay of 10 ns. The velocity was
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determined by dividing the distance between streamer head positions in the two
images by this delay time. Note that at the applied voltages, we observed low jitter
(< 5 ns) during streamer inception, which makes them reproducible.
Finally, The error bars show standard deviation of three independent experiments

5.3 Results and discussion

5.3.1 Streamer inception from particles

We measured the streamer inception voltage from different metal and dielectric
particles under a negative HV pulse with a pulse width of 10µs. The inception
voltage was the minimum voltage for which we observed a peak in the PMT signal.
To support our observation, we made an ICCD-image with a camera gate of 10µs
to observe streamers at the inception voltage.
Figure 5.4 shows the streamer inception voltage from the metal and dielectric
particles with different aspect ratios. The measured breakdown voltage for the
empty gap is shown as a dashed line. It can be seen that the longer particles with
the same aspect ratio had a lower inception voltage. The inception voltage for 8 cm
dielectric particles decreased to less than half of the breakdown voltage. At the
same length, the sharper particles generally had a lower inception voltage. For 4 cm
metal particles, the inception voltage for particles with an aspect ratio of 0.044 was
approximately half the inception voltage of the particles with an aspect ratio of 0.44.
This was also observed for dielectric particles but less pronounced than for metal
particles (the inception voltages of the dielectric particles with aspect ratios of 0.44
and 0.1 were 11.8 and 10.9 kV). Considering the particle materials, the difference
between the inception voltages of metal and dielectric particles was not significant.
For the 8 cm particles we observed that the inception voltage for metal particles is
significantly lower than that of dielectric particles (6±2 kV compared to 9±1 kV).
One possible reason for this difference may be the polarization effect of the dielectric.
A possible reason may be surface charge density. A large dielectric particle with a
larger surface area can carry more charge to influence the streamer initiation. We
also observed a similar trend for 25 and 100mbar pressures (data not shown).

Electric field calculation

Using the Electrostatic module in COSMOL Multiphysics [80], we were able to
calculate the electric field in the presence of dielectric and metal particles. For this
purpose, a particle (L = 4 cm and AR = 0.044) was vrrtually suspended between
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Figure 5.4: Inception voltage with the metal (red) and dielectric (black) particles for
different L and AR at 50mbar in air. ©, � and 4 represent data for the particles with
AR = 0.44, 0.1 and 0.044, respectively. The dashed line shows the breakdown voltage
without a particle in the gap. The error bars show standard deviation of three independent
experiments

two electrodes as described in section 5.2.1. For the dielectric particles, we used
isotropic relative permittivity values of 90 and 2. For metal particles, we used
a floating potential with no charge on it. In both cases, the top electrode was
connected to 12.5 kV (the inception voltage according to figure 5.4). The surface
charge accumulation was neglected in this calculation. Additionally, to measure the
empty gap inception voltage (at 50mbar) between two electrodes, the particle was
removed, and the top electrode voltage was set to 23.5 kV, as shown in figure 5.4.
The results are shown in figure 5.5. The electric field increased near the particle
tips to approximately 5 times the empty gap inception voltage. It is important to
note that while the field enhancement is greater than the breakdown electric field,
electrons need enough space to initiate an avalanche. Hence, streamers need to
be initiated at an electric field higher than the breakdown field. Figure 5.5 shows
the similarity between the electric field profile of the TiO2 and metal particles.
Obviously, a particle with a lower permittivity (e.g., ε =2) results in less field
enhancement, and we expect to require a higher applied electric field to initiate a
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Figure 5.5: Electric field on the center axis of the gap as a function of gap distance to
the grounded electrode for dielectric particles with a permittivity of 90 (blue), 2 (yellow)
and metal particles (circle) (L = 4 cm, AR = 0.044) and the gap without particles (dashed
black). The high-voltage electrode (breakdown voltage of empty gap = 23 kV (dashed
line) and others 12.5 kV) was placed at 15 cm, the grounded electrode was placed at 0 cm,
and the particle was placed in the middle of the gap.

discharge. From the electric field profile, we can conclude that because of the similar
electric field strength between TiO2 and metal particles, their inception voltages
should be close to each other. This is in line with our measurement in figure 5.4.
Note that the asymmetry of the electric field between the top and bottom of the
particle is due to the different sizes of the high-voltage and grounded electrodes.
We tried to compensate this effect by moving the particle closer to the top or
bottom electrodes. However, it was not enough to have an equal electric field on
the top and bottom of the particle. Furthermore, we did not include surface charge
accumulation of the dielectric particles in our calculations. This might have some
effects on the inception voltage. We observed roughly similar profiles for particles
with a length of 8 cm (data not shown). The results are in line with the previous
modeling work of Dubinova et al. [59] in which, at the same AR = 0.01, if the
length of the hydrometeor increased by a factor of four, the inception voltage was
halved (Note that we perfome the experiments in a finite gap).
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5.3.2 Streamer development from particles

In this section, we study streamer development from the metal and dielectric
particles. Figure 5.6 shows the streamer propagation from a dielectric particle with
L = 4 cm and AR = 0.44 under a -15 kV, 1µs HV pulse at 50mbar. Since the top
electrode was connected to a negative power supply, a positive streamer initiated
from the top of the particle and propagated to the cathode. A positive streamer
initiates first due to the lower initiation voltage of positive streamers [1], [138],
[139]. After a propagation time of the positive streamers of approximately 75 ns, a
discharge initiates on the bottom of the particle. Since negative charges accumulate
on the bottom of the particle, a negative discharge begins to propagate towards
the grounded electrode. Negative streamers need higher inception fields than
positive streamers. Therefore, the positive streamer must propagate some distance
to increase the field at the bottom. A similar bipolar discharge from spherical
hydrometers was investigated by [135], who showed that positive streamers precede
negative streamers due to their lower inception fields. Furthermore, Luque et al.
[138] showed that for a double-headed streamer discharge, the negative discharge is
wider than the positive discharge since negative streamers propagate in the direction
of the electron drift. Moreover, they observed that positive streamers are faster than
negative due to the higher field enhancement in the narrower positive streamers. In
the next sections, we investigate the streamer thickness and velocity under different
conditions. Similar results were obtained by Sun, Teunissen, and Ebert [140].

Streamer thickness

Figure 5.7.a shows the thickness of the positive and negative streamers as a function
of distance percentage for dielectric particles with AR = 0.44. Here, it shows that
positive and negative streamers become thicker during propagation. For L = 4 cm,
the thickness increased to 0.5 cm at 80% of the gap. As the streamers approach
the electrodes, we observe that the streamers became thinner. A possible reason
for this is the higher electric field when streamers approach the electrodes. In this
situation, the proximity effect occurs in which a counter-streamer can initiated from
the electrode that can totally change the streamer behaviour. When comparing
particles with different lengths, we observe that streamers from longer particles are
thicker. Positive streamers from the particle with a length of 8 cm are 1.8 times
thicker than those from the 1 cm long particle at 40% of the gap. This ratio is the
same for negative streamers although negative streamers are wider than positive
streamers, as discussed above.
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Figure 5.6: Phase resolved images of bipolar discharge development from a dielectric
particle with L = 4 cm and AR = 0.44 in 50mbar air with VHV = 15 kV and tHV = 1µs in
a gap of 15 cm. The camera gate time is 5 ns and the exposure start time with respect to
the high voltage pulse is indicated in each image. Each image was taken from a different
discharge event under the same conditions.

For a fixed L and varying AR for dielectric particles, figure 5.7.b shows thicker
positive streamers from thicker particles. For particles with AR = 0.44, the
streamer thickness is 0.5 cm at 40% of the gap compared 3.7mm for the particles
with AR = 0.1. For negative streamers, the thicknesses are much closer, within
the error margins.

Streamer velocity

We have plotted the measured the streamer propagation velocity in figure 5.8. We
observe that longer metal and dielectric particles have higher propagation velocities.
The streamer velocity for 8 cm long particles was almost twice that of particles with
a length of 1 cm. In figure 5.7, we see that longer particles with the same shape
had thicker and faster streamers. Moreover, streamer propagation from dielectric
particles was faster than that from metal particles. For the 4 cm long particles,
the velocity of streamers initiated by the dielectric particles was, on average, 1.2
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a b

Figure 5.7: Streamer thickness measured from ICCD images from different stages of the
streamer development from dielectric particles at 50mbar in air when 15 kV is applied
to the electrode a) at a fixed AR = 0.44 and various values of L and b) at a fixed L =
4 cm and different values of AR. The top electrode is placed at 100% and the bottom
electrode at -100% while the top and bottom of the particle are located at 0%. The error
bars show standard deviation of three independent experiments

times higher than that of streamers initiated from the metal particles. Figure 5.5
shows that the electric field enhancement near a TiO2 particle was slightly less than
near a metal particle. However, the average velocity of positive streamers from
dielectric particles was higher than streamers that are initiated from metal particles.
A possible explanation is that we did not take the surface charge on the dielectric
particles into account which might change the electric field distribution near the
dielectric particle.
When comparing propagation velocites for different aspect ratios while keeping L
= 4 cm fixed in figure 5.8b, we see that positive streamers initiated by particles with
a blunt tip are faster. The mean positive streamer velocity for a dielectric particle
with AR = 0.44 was 7.5×105 m/s, while for a dielectric particle with AR = 0.044,
this value was observed to be 5.1×105 m/s. Similar to our previous explanation, we
observed that the streamer velocity from dielectric particles was higher than from
metal particles.
Finally, we compare positive and negative streamers, and observe that positive
streamers are slightly faster than negative streamers for the same conditions. This
seems to be surprising at the first glance because for negative streamers the space-
charge front propagates with the electron drift. However, as Luque et al. [138]
suggested and we observe in figure 5.7, a thinner positive streamers head leads to
more field enhancement and consequently faster propagation while outward drift
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Figure 5.8: Velocity of streamers initiated by particles under a voltage of 15 kV at
50mbar in air a) at a fixed AR = 0.44 and various L, b) at a fixed L = 4 cm and different
AR. The error bars show standard deviation of three independent experiments

motion of electrons in negative streamers leads to a loss of focus of streamer head
and subsequently decrease in field enhancement.

5.4 Summary and conclusions

In this work, we showed that streamers can be initiated from centimeter-size
ellipsoidal particles at background fields significantly lower than the classical
breakdown fields. In our experiments, we used dielectric particles with a similar
profile to ice and compared them with metal particles. We observed that longer
and sharper particles resulted in streamer inception as low as 0.4Ek (from an
8 cm, AR = 0.44 dielectric particle). This is in line with previous experimental
results with ice crystals at low temperatures [40]. This shows that to initiate a
discharge with field enhancement near a sharp tip, the minimum ionization area
close to the tip must provide enough space for the electron avalanche process. This
was also predicted by [59], who observed an optimal AR for inception, while a
longer and sharper hydrometeor resulted in greater field enhancement near the
tip but too little space to start an avalanche. Regarding the real observation of
hydrometeor sizes in thunderclouds, the length and shape of particles used in this
study must be on the extreme side in a thundercloud, as observations showed that
we could have such hydrometeors with a density of 0.1 m−3 [141]. Note that in
thunderclouds, we might have a system of multiple hydrometeors that can act as
a large hydrometeor via inter-discharge connection between particles. From the
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dielectric profile measurements and the results obtained during inception, we can
conclude that metal particles are very similar to TiO2 dielectric particles and ice.
This shows that in future studies, metal particle models can be used to predict the
streamer inception behavior.
A bipolar duo of a positive and a negative streamer initiates from both dielectric
and metal particles. First, the positive streamer starts from the positive tip of the
particle since positive streamers require a lower electric field to be initiated than
negative streamers. After ≈75 ns, when the negative charge accumulation on the
particle is sufficient, a negative streamer starts to propagate from the other tip of
the particle.
Negative streamers are thicker than positive streamers, due to outward drift of the
electrons, the streamer head becomes wider which results in less field enhancement.
This likely explains our observation that negative streamers are slower than positive
streamers. Streamers initiated from longer and thicker particles are faster and
thicker. Moreover, streamers from dielectric particles are slightly faster than those
from metal particles.
We performed our experiments at room temperature; however, it should be noted
that in a thundercloud environment, most lightning may be initiated at altitudes of
4-9 km, where the temperature can be below freezing to -30°C [35]. While [142]
reported a significant decrease in the corona current below -18°C, Petersen et al.
[36] showed that positive streamers can initiate from ice crystals at temperatures as
low as -38°C. Moreover, Petersen et al. [40] showed that at for constant pressure
and ice crystal length, lower temperatures will lead to increased onset fields.
The next parameter to be considered is the source of the very first electron. In
thunderclouds, cosmic rays can produce the free electrons that are required for
the inception, and Dubinova et al. [59] predicted that to initiate a discharge, 100
free electrons/cm−3 are required. Another possible free electron source is electron
detachment from metastable oxygen and nitrogen, as suggested by Lowke [45].
In our experiment, we exert the experiments under repetitive pulsed conditions.
Previously, we have shown that in repetitive discharges, due to a memory effect, an
inhomogeneous distribution of negative ions can be formed and remain for a long
time in the gap, which can influence the discharge inception in the preceding pulses
[95]. This can induce different effects on the inception voltage and differentiates it
from the real situation in thunderclouds.
In summary, we showed that streamers can be initiated from dielectric and metal
particles at background electric fields far below the classical breakdown electric
field. A bidirectional positive and negative streamer was observed initiating from
the tips of the particles.
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6
Discharge inception from a laser induced

ionized patch

Abstract

This chapter explores a potential new method to initiate streamers. Currently streamers are

mostly created in lab conditions using point-plane setups, where they are initiated with a sharp

electrode. This is not a prefect representative of streamer inception in the atmosphere where no

metal electrodes exist. This chapter aims to solve that by creating an ’ionized patch’ by focusing

a 532 nm, 6 ns pulsed laser with a maximum pulse energy of 160mJ at a point between two flat

electrodes. A uniform electric field was placed over this laser discharge, leading to the initiation of

a wide and diffuse discharge above and below the laser focal point (channel discharge), but not

the expected bipolar streamer discharge.

Two hypothesises are proposed to explain this. The sharp rise in electron density is suspected

to lead to a local enhancement in the electric field analogous to a high voltage rise time which

results in faster and wider streamers compared to point-plane discharges. The other explanation

is that this phenomena is not a streamer but a discharge caused by the laser producing enough

photons to photoionize the gas throughout the gap, followed by excitation by the resulting free

electrons due to the external electric field. The laser discharge also causes a ’dark area’ to appear,

which is thought to be an area with very high conductivity. This prevents the electric field from

penetrating, and exciting the species within, leaving the area dark.

We can conclude that in its current implementation, this new method is not suitable in replacing

traditional point-plane setups as the streamers induced have very different properties. However

it can still be used to induce diffuse streamers with high velocities at specific points in time

and space and may be more successful in larger gaps.
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6.1 Motivation

Streamers can be found in nature. Usually they can be observed tens of kilometers
high up in the atmosphere. Many related atmospheric electricity phenomena such
as sprites, elves, and blue jets have been observed. Red sprites are large-scale and
luminous electric discharges that occur above thunderstorm clouds (≈ 60-70 km)
and associated with positive CG (Cloud-Ground) lightning events [143], [144]. High-
speed video observations of sprites, show that sprite streamers propagate primarily
downward in some cases and both upward and downward with the upper region
being more diffuse in other cases [145], [146]. Hence, sprites in some cases are double-
headed bipolar discharges which initiate from competing electron in-homogeneities
in the lower ionosphere under the lightning-induced electric field.

In streamer simulation studies, often, an in-homogeneous ionized patch is used
to initiate a streamer. Qin et al. [147] studied single-headed and double-headed
streamers to investigate the initiation and development mechanism of streamers
inside the sprite halo region. To do this, they used an in-homogeneous electron
density profile in their simulation and showed that double-headed streamers can
be launched close to the region with E ≈ Ek (breakdown field). The upward
(negative) streamer initiates from the downward (positive) streamer channel since
electron density in these channels is much higher than that in preexisting in-
homogeneities in the ambient ionosphere. In another study, Luque et al. [138]
studied double-headed streamers initiated from an ionization seed in a homogeneous
background field. They observed that positive streamers initiated before the negative
streamers. Furthermore, they showed that for a spatially concentrated ionization
seed consisting of 106 − 1010 electron-ion pairs, streamer velocity is only weakly
dependent on the ionization seed.

However, in the laboratory, a sharp electrode is usually used to initiate a streamer
(see [139], [148], [149]). Streamers are generated with high electric fields, which
heavily depend on the curvature of the anode. Sharp edges make excess charge
to bunch up at the tip, causing the electric field (field enhancement) to heavily
increase and curve out from the needle point, potentially altering streamer velocity
or its trajectory. Streamers generated high up in the air are not caused by any
sharp edges so the electric field is expected to be much more uniform. To try and
minimize this effect on the electric field, streamers could be initiated between two
flat electrodes in order to create parallel field lines. The streamer would ideally
originate from a point somewhere between these electrodes, as it does in modelling.
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A potential method that can be used for this purpose is to use a high power laser
focused at a specific point in between the electrodes. Optical breakdown of gas can
be initiated in the focused laser beams for intensities of at least 1010 W · cm˘2 [150].
A combination of two processes contributes to the optical breakdown: multiphoton
ionization and cascade ionization i.e. Townsend discharge [151]. Multiphoton
ionization is simply the process where a molecule is ionized due to absorbing multiple
photons with a total absorbed photon energy higher than the ionization energy. It is
only important at short wavelengths (< 1000 nm) and at low pressures (< 15mbar),
where collisional effects are negligible [152]. At higher pressures, the cascade
ionization or Townsend discharge mechanism is dominant. In cascade ionization,
free electrons gain energy by absorbing laser energy (inverse Bremsstrahlung) and
undergoing elastic collisions with neutral atoms. As soon as the energy exceeds the
ionization potential of the gas, molecules start to ionize. The liberated electron is
available for the process to be repeated and ionize a large volume [153].

The ionized patch can be used as a seed that is placed between two electrodes.
Hence, the aim of this work is to see if it is possible to better explore streamers
by using an artificially initiated ionized patch produced by a high power laser
induced discharge.

6.2 Setup and Methods

A powerful pulsed Nd:YaG laser(Q-smart 450) with a wavelength of 532 nm a pulse
energy of 200-400mJ, a pulse length of 6 ns, and repitation frequency of 10Hz used
for inducing the discharges (through multiphoton and/or cascade ionization process)
required for the streamer initiation (figure 6.1). An Ophir PE50-DIF-C power meter
was used to measure the laser pulse energy for each setting. About 10 cm from the
laser, the beam is focused by means of a 20 cm focal length positive lens to a focal
point in the middle of the vessel. To achieve lower beam waist sizes and thereby
higher local intensities, we also used lenses with shorter focal lengths, 10 cm and
5 cm, of which the latter one had to be placed inside the vessel.
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Figure 6.1: A schematic layout of the setup used. The electrodes are omitted from this
figure.

The vessel is built around two parallel electrodes with diameters of 4.6 cm which
are separated by 5 cm. The bottom electrode is connected to ground and the top
electrode is connected to a high-voltage power supply. The power supply setup
consists of a Behlke HV switch (HTS 181-01-HB-C) which is connected to a 4700 pF
capactor that is charged by a high voltage DC power supply. This setup can produce
relatively short pulses with a pulse width of 200 ns, a rise-time of 20 ns, and an
amplitude of 0− 10 kV. Experiments were performed in 100-500mbar synthethic air
(80% N2 and 20% O2) and Argon (99.999%). It should be noted that we applied
short HV pulses to the electrode since using long pulses or DC voltage causes
electrode-wall discharge. Moreover, in longer applied voltages the formed channel
discharge between two electrodes transit into spark discharge and causes overcurrent.

To image the streamer development, we used an ICCD camera (Andor iStar)
with a Nikkor UV 105mm f/4.5 camera lens mounted on it. Due to a lack of space
in the lab, the camera is placed sideways in relation to the large viewing window
and a mirror is used to view the inside of the vessel. In front of the camera lens
is a 532 nm blocking filter, to filter out the scattered green light on the camera.
Figure 6.2 shows the timing scheme used for all the measurements. The 200 ns
voltage pulse was started 150 ns before the laser discharge fired. The next 50 ns
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are thus still under the influence of the voltage. This interval is viewed in its
entirety by using a 50 ns camera gate.

Laser pulse: 6 ns

Channel discharge initiation

Voltage pulse

Camera gate

Time (ns)
0 9-150 50

Laser-induced

ionized patch event

Figure 6.2: Schematic detailing the timings used in the following measurements.

6.3 Results and discussion

6.3.1 Laser-induced ionized patch evolution

Before we look at the effect of an electric field and possible streamer inception, we
first investigate the development of the laser-induced discharge in the absence of
an electric field. When the laser focal spot intensity increases above the optical
breakdown threshold, 1010 W · cm−2 [150], [151] at atmospheric pressure, then the
neutral gas starts to ionize at the laser spot and forms a laser-induced "ionized
patch". The size of the ionized patch depends on the lens focal length and the
pressure inside the vessel. As is shown in figure 6.3, for the 20 cm lens at 100mbar,
we observed a large bright ionized patch with a thin ’tail’ in the direction of the
laser. With the 10 cm lens (not shown) the end of the thin tail widens while still
leaving a thin part in the middle. The 5 cm lens causes the ionized patch length to
decrease even more to about 1.5mm, while also making it more uniformly thick.

Harilal [154] also notes the ionized patch should be round for the first 10 ns, which
is not exactly what we observe and show in figure 6.3.a. The shape of the ionized
patch afterwards is teardrop shaped at first, with the tail end pointed away from the
laser beam direction and the enlarged ’head’ pointing towards the laser (figure 6.3.b).
This shape is thought to be caused by inverse bremsstrahlung absorption, where
dominance of this process would lead to an ionization front absorbing incoming
photons, causing it to propagate towards the laser [152]. This effect is more
pronounced for higher pressures in figure 6.3.d-f, where inverse bremsstrahlung
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is more dominant, while the lack of a large absorption front indicates a larger
reliance on the multi-photon ionization process.

Figure 6.3: The evolution of the ionized patch during time for a-c) 100 and d-f) 1000mbar
in air. The laser pulse energy is set at 120mJ. The ICCD camera shutter gate is 5 ns.
Camera gate opening time with respect to the laser pulse (the laser beam enters from the
left side) and pressure are indicated in the images.

A few hundred nanoseconds after the laser pulse (>430 ns), the entire discharge
becomes somewhat thicker, followed by the tail becoming as large as the rest of the
ionized patch, leaving a long oval shape behind. After a couple of microseconds, the
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discharge starts to break up in individual light spots. Note that the light spots that
are visible in figure 6.3.c are not camera noise and represent small laser-induced
discharges in this case. These stages can be seen in figure 6.3 and coincide with
the observations from Harilal and Harilal [154].

6.3.2 Channel discharge initiation from the ionized patch

Next, we apply a high voltage to the the top electrode which creates an electric
field between the two planar electrodes around the laser-induced ionized patch. We
increase the applied voltage until one or more discharge channels appear in the
gap and since the formed discharges appear like as a vertically-developed channel,
we call that a "Channel discharge".

Figure 6.4 shows the channel discharge developed from the ionized patch at
various pressures, all for an applied voltage of 10 kV. These ICCD images show
a very clear "dark area" surrounding the ionized patch. The channel discharge is
initiated from the edge of this dark area. The typical height of the dark area is
1mm on each side of the laser focus. The size of this area decreases with increasing
time as no dark area is observable 250 ns after channel discharge development.

Figure 6.4: Pressure comparison for a channel discharge initiated by ionized patch in
argon under a 10 kV pulse of 200 ns. The pressures at 50, 100 and 200mbar were viewed
at 0, 50 and 250 ns after the laser respectively. The focal length of the lens is 10 cm in all
cases.

An explanation for the appearance is that the ionization rate near the ionized
patch is so high that makes the surrounding area highly conductive. The electric
field can not penetrate inside the conductive area, which causes electrons to not
accelerate and ionize the gas in that region. The channel discharge does not seem to
have the streamer propagation mechanism. By a simple calculation we can estimate
that the channel discharge propagation velocity is in the order of 2× 107 m/s which
is much higher than a typical positive streamer [139]. A probable hypothesis is
that the high energy photons emitted from the laser discharge photoionize a large
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part of the surrounding molecules, creating free electrons. These free electrons
would then be accelerated by the field, lighting them up due to excitation. In
this case, probably, the discharge is not propagating with streamer mechanism
anymore. Since the whole discharge crosses the gas in about 1 ns which is shorter
than minimum camera intensifier gate time (2 ns), we were not able to image
the discharge development stages.

Figure 6.5 shows that ionized patch becomes more intense with higher input
laser power. Also no changes was observed in dark area size. Furthermore, figure
6.5 shows that a laser discharge with enough density is needed for channel discharge
initiation in the rest of the gap. These discharges disappear for low laser pulse
energies, leaving only a faint ionized patch. This indicates that a certain amount
of the electron density is required, and that the laser discharge does not reach
the required level at low pulse energies.

Figure 6.5: Channel discharge measurement with a 5 cm focal length lens at 50mbar in
argon. Each image has a different laser pulse energy.

Comparing the effects of different focal lengths in figure 6.6, and thus ionized
patch sizes, shows that the dark area barely changes. Mostly likely this is simply
within the margin of error for the ionized patch size, as looking at multiple images
shows the dark area slightly moves around and is not completely constant. The
variation in size between the different focal lengths is only a few millimeters at
most. The discharge images imply that the choice of focal length has a small
impact on the discharge for short voltage pulses. The shorter a focal length a
lens has, the more intense the laser discharge becomes, which seem to manifest
itself in a slightly brighter discharge.
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Figure 6.6: Comparison of the laser-induced discharges in air at 50mbar using a 5, 10
and 20 cm focal length lens. Images were made with a 50 ns camera gate starting at time
0.

6.4 Summary and Conclusion

We used a powerful laser to induce an ionized patch between two parallel electrodes.
A channel discharge appears 3 ns after the creation of the ionized patch. The channel
discharge develops very fast (<3 ns) from the ionized patch. We observed a dark
area around laser-induced ionized patch which can be caused by a conductive area
around it due to the higher degree of ionisation that makes it easier for a discharge
to be induced from the patch. Other research estimated the plasma temperature
in the patch to be around 30000K, with a rapidly rising electron density [155]. A
stronger laser discharge results in a larger conductive area, as the increased power
causes more ionisation and increases the conductivity, making it more difficult for
an electric field to penetrate it. The electrons thus do not get accelerated enough
and cannot excite the species within. A strong dependence on the electric field could
also be seen. The propagation velocity of the channel discharges was measured to
be much higher than what is expected for streamers, crossing a 1.5 cm gap in less
than a nanosecond, reaching velocities around 107 m/s. The shape was also much
more diffuse and less directed than expected for point-to-plane streamers. This
discharge might therefore not be a streamer. To make it more clear a streamer
is a nonlinear ionization wave transforms a non-ionized medium into a weakly
ionized nonequilibrium plasma. Other research has found similar discharges, named
streamers in their paper [156], by applying high voltage with very high rise times
to a point-plane electrode setup. It is suspected that the laser induced discharge
rapid rise in electron density is analogous to the high rise times, causing similar
phenomena. The lack of field enhancement in the setup used might be compensated
for by the high initial energy of the electrons coming from the ionized patch.
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While the experiments did show that laser induced discharges are possible and
useful, a lot can still be done to improve them. Most obvious are the improvements
to the setup. A larger vessel would help prevent spark channels to be made with
the wall, preventing overcurrents. This would make it possible to use DC sources at
higher voltages. Also a larger vessel would help us to investigate the propagation
velocity and determine the discharge type (streamers or not). The length of a pulse
was shown to not matter much and DC sources can often put out much higher
voltages, making higher pressures and gases possible.



7
Conclusion

7.1 Summary and conclusions

In this thesis, we have addressed the fundamental question: How is lightning
initiated in thunderstorms? What makes this question such a difficult one to answer
is that the measured ambient electric fields in thunderclouds is much below what is
required for classical breakdown: Ek. We investigate the hypothesis that lightning
inception is assisted by hydrometers, which might be a solution for this question.
This approach has two main components: the availability of free electrons and
the field enhancement near hydrometers. Here, We study these aspects both
experimentally and numerically, with most emphasis on the experiments. Note that
our experimental investigation of this theory has been performed under different
conditions than in real thunderstorms. Our experimental conditions included a
smaller discharge gap, repetitively pulsed discharges, dielectric particles instead of
graupels, and different temperature and humidity conditions than in a thundercloud.
In five chapters, we have probed these conditions to find a reasonable answer for
the main question. Below, the main conclusions from each chapter are summarized.

Free electron sources in repetitive discharges

Chapter 2: We investigate the free electron sources in repetitive discharges in
synthetic air at 500mbar. We study that by applying 10ms long 17 kV pulses with a
repetition frequency of 2Hz to a pin-to-plate electrode geometry with a gap length
of 6 cm. The free electron sources manifest themselves as three distinguishable
peaks at 1) 20 ns, 2) 25µs, and 3) 125µs in the inception time histogram. This
tells us that there are three distinct free electrons sources that build up during
repetitive pulsed discharges. Since electrons have charge, they can drift in an
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applied field and move toward or away from the anode, at least for low plasma
densities, where ambipolar effects do not play a role. To measure this, we have
applied a low-voltage (LV) pulse between two main high-voltage (HV) pulses to
manipulate the charge distribution positions. We observed that electrons start to
move, and consequently inception times start to shift. Using this method, we have
shown that the three free electron sources likely originate from: 1) free electrons
or electron detachment from negative ions close to the electrode, 2) a process that
liberates electrons from (quasi)-neutrals since it seems not to be influenced by the
LV pulses, and 3) the drift of an elevated density of negative ions coming from some
distance away of the electrode. To validate our theories, we present a theoretical
analysis of the distribution of inception times. The results indicate that the third
peak is likely caused by a large negative ion concentration consisting of O−2 located
at least 1.5 cm away from the tip. When a positive LV pulse is applied, these
O−2 ions drift to the tip and ionization zone, where they can liberate an electron
via the detachment process. During an HV pulse, the detached electron, which
is now closer to the tip, starts to drift toward the ionization zone and there can
initiate a discharge leading to fast inception. Application of a negative LV pulse
causes the O−2 charged species layer to drift away from the tip and delays inception
until, for LV pulses above 50ms, the third peak is completely removed from the
histogram. For the first peak, the effect is different, as the negative LV pulse is
not removed when the negative LV pulse is applied. While our hypothesis may
describe our experimental observations, at least for the third peak, a significant
number of questions still remains, such as: What causes the second peak to form
(which is of interest as it shows strange behavior)? What causes the charge layer
to become spatially distinct? And, what is the role of plasma chemistry in the
inception process? Are we able to observe the same effect for other gas compositions?

Chapter 3: Following the last question proposed in the first chapter, we decided to
repeat the same procedure for discharges in CO2 gas. In this regards we applied a
main HV pulse with an amplitude of 10 kV, a pulse width of 1ms and a repetition
rate of 10Hz. Attached to that we applied an LV pulse with an amplitude of 0-8 kV
and pulse width of 0-100ms. For repetitive HV pulses, and without any applied
LV pulse, we observed one peak in the inception time histogram around 1.2µs,
which indicates that, as in the previous chapter, a non-uniform negative charge
distribution formed in front of the tip. We applied a positive or negative LV pulse
attached to the main HV pulse. Again, the positive LV pulse causes the peak to
shift to faster inception up to a minimum of 50 ns, while the negative LV pulse
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delayed inception. However, the results were quite different than expected. We
expected that applying a positive LV pulse would have the same but opposite effect
as a negative LV pulse. Instead, we observed a factor of a thousand difference in
the histogram peak shift between positive and negative LV pulses. This required a
different hypothesis regarding the CO2 inception process.
Electron detachment in CO2 occurs via associative detachment between CO and O−.
This reaction continuously liberates electrons, which can drift toward the ionization
zone and initiate discharges during a main HV pulse. We have to note that always
the closest free electrons to the tip are the ones that cause inception. When we apply
a positive LV pulse, electrons drift toward the tip and find a position closer to the
ionization zone, which leads to faster inception times. Applying a negative LV pulse,
of course, repels the electrons from their initial positions, but O− ions, due to their
lower mobility, drift much less than electrons. Hence, the electrons that are produced
by ions detachment are closer to the tip and cause inception. To move ions we had
to apply a factor of a thousand longer or a higher amplitude LV pulse and this causes
the asymmetry. In CO2, O− can continuously release electrons even in low fields
due to high detachment rate which is different from air that is studied in chapter 2.

As an overall conclusion from chapters 2 and 3, the availability of free electrons
in thunderclouds can be different from what is seen in laboratory conditions, where,
usually, experiments are conducted using repetitive HV pulses. The main difference
is in the leftover charges that remain in the gap and can liberate electrons in various
reactions. However, with the biasing method that we introduce in those chapters, we
are able to identify which sources are contributing to the discharge inception process.

Lightning inception by hydrometers

The next two chapters investigate the theory of lightning inception by hydrometers.
Chapter 4: In this chapter, we theoretically investigate the streamer inception
criterion near charged hydrometers. This criterion was introduced by Naidis [17]
for spheroidal electrodes of various dimensions and pressures. Here, we extend this
criterion to ellipsoidal hydrometers of various shapes and lengths. We found that
the required onset field at the tip of a hydrometer (with a volume of 0.042 cm3)
varies approximately from 1.2Ek (the limiting case sphere) to 37Ek (the sharpest
hydrometer that we considered) at the thundercloud pressure which in this case is
500mbar. An important note here is that besides the maximum field at the tip,
enough space in the vicinity of the tip is also required for discharge inception. As a
main conclusion, in general, longer and sharper hydrometers need a lower electric
field to initiate a discharge. Moreover, the analysis of the required onset charge
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showed an optimum point in its curve. The minimum point in the onset charge
curve is caused by the interplay between the required onset field and geometry;
a sharper hydrometer has a larger onset field at its tip and thus requires more
charge there, but a larger part of its total charge is located at the tip and therefore
the field is higher. We also calculated the required background electric field to
initiate a discharge and showed that a hydrometer with a length of 40mm and
an aspect ratio (minor axis/major axis) of 0.03 can initiate a discharge at 10% of Ek.

Chapter 5: In this chapter we investigate the lightning inception by hydrometer
theory experimentally. Since it is very impractical to use a real ice or graupel,
we employed an ceramic particle with a dielectric profile similar to that of ice.
We suspended this between two parallel electrodes and compared it with metal
particles. We studied the inception voltage, streamer development, thickness, and
propagation velocity. As we observed before, longer and sharper particles need
lower background fields to initiate a discharge. To compare experimental results
with the theoretical results presented in the previous chapter, in experiments, a
dielectric particle of 40mm length with an aspect ratio of 0.044 can initiate a
discharge at 0.3Ek. However, it should be noted that this comparison and extending
that to thunderclouds conditions is not a fully valid premise. In the theoretical
study we investigate the discharge inception criterion near "charged" hyrometeors
while in thunderclouds hydrometeros are assumed to be in an external electric field
which polarizes the hydrometeor and turn that to a dipole. In the experimental
study, we used a "non-pre-charged" dielectric particle which is suspended between
to finite electrodes. This might induce some effects such as uneven distribution of
the electric field in the experimental setup because of using finite-length electrodes.
We observed that bipolar streamers developed from the top and bottom of the
hydrometer. The positive streamer starts earlier than the negative streamer, due to
a lower breakdown threshold. Negative streamers are thicker, compared to positive
streamers. Furthermore, we observed thicker and faster streamers from longer
and thicker particles. Comparing metal and dielectric particles (TiO2), the results
showed a lot of similarities. The field enhancement near the tip in both particles
has less than 10% difference. The inception voltage in the most of the cases, the
inception voltage, streamer thickness, and velocity difference is not significant. So
perhaps in future studies, we may be able to consider metal particles as a suitable
candidate for lightning inception investigation.

Chapter 6: In the previous chapter, we learned how streamers were initiated
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from dielectric and metal particles. In this chapter, we aim to understand how
streamers initiated from an ionized patch. This will put us one step further to
bridging the gap between simulation studies and experimental investigations in
streamer inception studies. In simulations, usually an ionized patch (or a patch of
electrons) with a sufficient density is used in an external electric field to initiate
streamers (skipping the first avalanche). However, in experiments, usually a sharp
electrode provides the local high electric field and streamers initiate from the tip
of the electrode. In this chapter, we see that an ionized patch is produced by a
powerful laser focused at a point between two parallel electrodes with a gap size
of 30mm. We observed a conductive dark area around the patch, which might be
caused by the high ionization density of the patch. Glowing discharge channels
form on the top and bottom of the patch. We did not observe any streamer-like
development from the patch. Perhaps because of the high ionization rate and small
discharge gap size we observed a glow discharge in the gap. We concluded that this
setup is not suitable for studying streamer development. However, a more advanced
experimental setup is required to draw more clear conclusions.

Now it is time to answer the main question that we asked in the introduction:
is the hydrometer theory a suitable candidate for solving the lightning inception
problem? Based on the theoretical and experimental evidence that we gathered in
this thesis, it can be concluded that this theory is a possible solution for the lightning
inception problem. However, the differences between experimental conditions and
thunderclouds, such as differences in temperature, humidity level, turbulence, and
the phase and size of the hydrometers should still be considered. We will address
them again in the outlook section.

7.2 Outlook

Lightning inception problem

• In the experimental study on hydrometer inception, an important topic that
we did not address in our investigations is the use of an array of hydrometers,
or the equivalent, instead of focusing on a single particle. This could be very
important for our understanding of the discharges between the particles and
how such discharges can affect the discharge inception. Moreover, inside the
vessel, we used a dielectric that has a dielectric profile close to ice. However,
it is best to use ice crystals for the experiments. A possible way to do this is
to cool down the vessel to a temperature close to that of the thundercloud’s
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ambient temperature (≈ -30 °C) and suspend an ice crystal between two
parallel electrodes.

• In the theoretical exploration, we model the streamer inception near charged
ellipsoidal conductors. However, in actual thunderclouds conditions, hydrom-
eteors are assumed to be in an external electric field. The external field
polarizes the hydrometeor so that it becomes a dipole. In the modeling
presented in this thesis, there is only an electric field generated by the charge
on the hydrometeor, which is different from real lightning. While the effects
of the field induced by a charged particle can already tell us a lot of what
particle shape and size can do for discharge inception, in future studies we
have to implement external electric fields.

• To have a better understanding from streamer development, we have to set
up a larger vessel with a greater gap distance. This will allow us to study
two different topics in addition to streamer development: streamer-to-leader
transition and x-ray radiation. We do not have a clear criterion for streamer-
to-leader transition, but that can be resolved in this setup. Furthermore, the
x-ray radiation from two colliding streamers initiated by hydrometers might
be a very interesting topic. Doing this experiment in a large gap will give us
the opportunity to have a more uniform electric field, due to the small ratio
of the size of hydrometer to the electrode diameter.

Discharge inception in technology

• A more detailed examination of the formation of the localized ion distribution
in repetitive pulsed discharges is required. In general, our knowledge on the
background ionization density before streamer inception is not sufficient. One
problem that is associated with this is the low density of background ions,
which makes them difficult to diagnose with current diagnostic methods such
as Laser-induced fluorescence and Raman spectroscopy. An idea that can be
helpful for this challenge is to use a very sensitive pico (femto)-amp meter to
measure the current caused by background charges flowing in the electric field
between two parallel electrodes. From the modeling point of view, repetitive
discharges are not yet well-implemented, due to the long time scale of such
simulations. Developing a more sophisticated model will help us to better
understand this topic.
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• The role of humidity in discharge inception must be studied. Adding water
droplets to the experimental vessel is very challenging, since in addition to
problems such as condensation on the vessel body, the plasma chemistry would
also be a lot more complicated.

• One idea that can improve our knowledge of streamer propagation initiated
by hydrometeors/or electrodes is using time-resolved detectors. We used an
ICCD camera for our studies which takes one single image at a time. Studying
streamers near inception voltage can be associated with high jitter in the
streamer initiation, making it difficult to study the streamer development.
One idea which can be helpful is using a streak camera. A streak camera
is a powerful tool for measuring ultra-fast light phenomena and delivering
intensity vs. time vs. position information. Using a streak camera, we can
have a complete picture of the streamer development during one high-voltage
pulse. Above jitter problem, avalanche process in streamer inception is a
low-light phenomenon. To detect avalanche events, we have to employ a
single-photon detector. This can be done by single-photon avalanche diode
(SPAD) detectors which are extremely efficient at detecting a single photon.

• Another very important topic is surface charge accumulation. As we have also
observed in our experiments, surface charges can affect discharge inception as
well as streamer propagation. A recent method, called "E-FISH" (electric field
induced second-harmonic generation), can measure temporally and spatially
resolved electric fields in a gas using laser beam interacts non-linearly with the
ambient electric field in a medium. This method can be employed to measure
the electric field near the hydrometer tip at different times after streamer
development to determine the charge on the surface of the dielectric.
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A.1 Analytic estimate for inception probability

In this appendix, we derive an analytic estimate for the probability of inception
when only drift is taken into account; effects due to reactions, diffusion or space
charge are neglected.

Suppose that a single O−2 ion or electron is present in the discharge vessel,
with a spatially homogeneous probability distribution. For simplicity, we assume
that inception occurs when this particle reaches the HV electrode (for the O−2 ion,
an electron would be liberated through detachment in the high field around the
electrode). The probability of inception is then equal to the probability that the
particle has reached the HV electrode in a time t, which we denote by F1(t).

As discussed in section 2.5.2, we can assume the particle flux (or its probabilistic
equivalent) to be constant in time until boundary effects due to the finite vessel size
become relevant. The underlying assumptions are that the field is divergence-free,
that the mobility is constant, and that the initial density is homogeneous. If the
flux is constant, then we have F1(t) ∝ t. If we assume that any particle reaches
the HV electrode within a time tmax, then we can write

F1(t) = t/tmax, (A.1)

in other words, the inception probability linearly increases with time from zero
to one. If there are N initial particles, the probability of inception F (t) is one
minus the probability that inception did not occur

F (t) = 1− (1− F1(t))N ,

so that the probability density of inception f(t) is

f(t) ≡ ∂tF (t) = N(1− F (t))N−1dF (t)
dt

. (A.2)

Plugging in equation (A.1), the result is

f(t) = N/tmax(1− t/tmax)N−1. (A.3)

For large N and t/tmax � 1, this can be approximated by f(t) ≈ k(1− kt), where
k = N/tmax. To a good approximation, the dependence on k instead of N and tmax

individually also holds at later times. This means that the specific values used for
N and tmax are not important, only their ratio. One could for example consider a
volume around the electrode containing N � 1 initial particles, and let tmax denote
the maximal drift times of these particles to the electrode.
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B.1 Derivation of the distance ρ0

To find the distance ρ0 from the major axis to the surface of the ellipsoid along
the surface electric field direction, the equation defining the ellipsoid (with the
origin at the tip of the ellipsoid)

x2

b2 + y2

b2 + (z + a)2

a2 = 1 (B.1)

is reformulated in spherical coordinates, which yields

r2 sin2 (θ)
b2 + (a+ r cos (θ))2

a2 = 1. (B.2)

Solving equation (B.2) for r gives two solutions, valid separately for θ ≤ π/2
and θ > π/2, namely

r =

0 θ ≤ π/2
2ab2 cos(θ)

(a2−b2) cos2(θ)−a2 θ > π/2,
(B.3)

as the range θ ≤ π/2 is the ionization region, which only encompasses the tip,
r = 0, of the ellipsoidal surface (see also Figure 4.2). Substituting these solutions
into the expression for ρab (equation (4.4) and Appendices), thus constraining ρab
to the surface of the ellipsoid, gives

ρ0 =



(a−√a2−b2)
√

2a(√a2−b2+a)−b2

a
θ ≤ π/2

4(2a(√a2−b2−a)+b2+p2)

√√√√( 4ab2(2
√
a2−b2) cos2(θ)

(a2−b2) cos2(θ)−a2 +2a(√a2−b2+a)−b2−p2

)(
4ab2
√
a2−b2 cos2(θ)

(a2−b2) cos2(θ)−a2 +b2+ p1
8 −p2

)
p1

2a(√a2−b2−a)+b2− p1
8 +p2

θ > π/2,

(B.4)

with

p1 = 8ρ1ρ2

(
r = 2ab2 cos(θ)

(a2 − b2) cos2(θ)− a2

)
and

p2 = −ρ1
2
(
r = 2ab2 cos(θ)

(a2 − b2) cos2(θ)− a2

)
− 2a

(√
a2 − b2 − a

)
− b2
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B.2 Derivation of the distance ρab

The distance ρab the point of photon absorption, which will now be referred to as
the ’observation point’, is in the direction of the electric field. This direction is
given by the bisector of the two straight lines from the focal points of the spheroid
to the observation point [130]. The bisector ρab is depicted in Figure B.1.

Figure B.1: Schematic of the bisector giving the electric field direction outside a
conducting ellipsoid.

Since the origin of the spherical coordinate system in Figure B.1 is placed at
the tip of the ellipsoid on the positive z-axis, the lines from the focal points to the
observation point given by ρ2 = x2 + y2 + z2 become in spherical coordinates:

ρ2
1 = (r sin θ)2 + (a− d+ r cos θ)2 = r2 + (a− d)2 + 2(a− d)r cos θ,

ρ2
2 = (r sin θ)2 + (a+ d+ r cos θ)2 = r2 + (a+ d)2 + 2(a+ d)r cos θ,

(B.5)

with coordinates as given in Figure B.1 and the linear eccentricity d2 = a2 − b2.
Using the law of cosines, the angle 2β between these two lines ρ1 and ρ2 is given

by:

cos (2β) = 1
2ρ1ρ2

(
ρ2

1 + ρ2
2 − 4d2

)
. (B.6)

Using the trigonometric identity cos (2β) = 2 cos2 β − 1 the cosine of the angle
between ρab and ρ1 is found:

cos (β) =
√

1
2 + 1

4ρ1ρ2
(ρ2

1 + ρ2
2 − 4d2). (B.7)
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The acute angle φ between ρ1 and the z-axis follows from:

sinφ = r sin θ
ρ1

. (B.8)

Since the acute angle between ρab and the z-axis is given by φ − β, it can
be concluded that

ρab = r sin θ
sin (φ− β) , (B.9)

where β and φ are given by Equations B.7 and B.8, respectively. The final
expression for ρab can be formulated more compactly by applying the trigonomet-
ric identity sin (φ− β) = sin (φ) cos (β) − cos (φ) sin (β). Figure B.1 shows that
cosφ = (r cos (θ) + a − d)/ρ1. Moreover, the law of sines applied to the triangle
with the observation point and the two focal points as vertices in Figure B.1,
in combination with the trigonometric identity sin (2β) = 2 sin (β) cos (β), gives
sin (β) = sin (φ)d/ cos (β)ρ2. Finally, the following expression for ρab is obtained:

ρab =
√

2ρ1
2
√

(4
√
a2−b2(a+r cos(θ))+ρ12)(2ar cos(θ)+b2+ρ1ρ2+r2)

ρ1ρ2

ρ12 + ρ1ρ2
, (B.10)

with ρ1 and ρ2 the straight lines from the two focal points of the ellipsoid to
the observation point (see also Appendix B.2) given by

ρ1 =
√
r2 + (a−

√
a2 − b2)2 + 2(a−

√
a2 − b2)r cos θ, (B.11)

ρ2 =
√
r2 + (a+

√
a2 − b2)2 + 2(a+

√
a2 − b2)r cos θ, (B.12)

This expression reduces to ρab =
√

(r sin θ)2 + (ρ0 + r cos θ)2 for a sphere of
radius a = b = ρ0.
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B.3 Derivation of the electric field E(ρ, r, θ)

The electric field of a conducting ellipsoid has been derived analytically by Köhn
and Ebert [128] for the prolate spheroid case and by Curtright, Cao, Huang, et al.
[130] for arbitrary dimensions. The derivation of the electric field strength E yields

E(x, y, z) = Q

4πε0

 3∏
k=1

1√
a2
k + Θ

/
√√√√( 3∑

m=1

x2
m

(a2
m + Θ)2

)
, (B.13)

where Q is the charge on the ellipsoid surface, ε0 is the vacuum permittivity,
and a1 = ax = b, a2 = ay = b and a3 = az = a are the semi-axes of the ellipsoid.
Moreover, the Θ-equipotentials follow from

3∑
k=1

x2
k

a2
k + Θ = 1, for Θ > 0. (B.14)

Solving equation (B.14) for Θ gives

Θ = 1
2

(√
(−a2 − b2 + x2 + y2 + z2)2 + 4 (−a2b2 + a2x2 + a2y2 + b2z2)− a2 − b2 + x2 + y2 + z2

)
.

(B.15)
Substituting this in equation (B.13) and converting to spherical coordinates

(ρ′, θ′, φ′) with the origin at the center of the ellipsoid yields an expression for the
electric field in terms of ρ′, the radial coordinate from the center of the ellipsoid,
and θ′, the azimuthal angle for the origin at the center of the ellipsoid. Using
the trigonometric relations

θ′ = tan−1
(

r sin(θ)
a+ r cos(θ)

)
(B.16)

and

cos (2 tan−1 u) = (1− u2)/(1 + u2), (B.17)

with u = r sin(θ)
a+r cos(θ) , the obtained electric field expression can be rewritten in the

desired θ coordinate. Note that the conversion from θ′ to θ can be done in multiple
(equivalent) ways using the tangent, sine or cosine. Now, the radial coordinate ρ′

needs to be converted to the ρ coordinate along the electric field direction. This is
done using the expression for ρab, which is the distance to point of photoionization
along the ρ coordinate and is given by equation (B.10). By simple trigonometry
the following relation can be derived
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ρ′ =
√

2a∆−∆2 + ρ2 + 2∆r cos(θ), (B.18)

with ∆ = ∆(r, θ) = a−
√
ρ2
ab + 1

2r
2 cos(2θ)− r2

2 + r cos(θ) the distance between
the center of the ellipsoid and the intercept of ρab with the major axis and with
ρab given by equation (B.10). Writing out equation (B.18) gives

ρ′ =
√

2ar cos(θ)(3a2−3b2+ρ2)+2a2ρ2+a2ρ1ρ2−b2ρ2−b2ρ1ρ2+ρ2r2+ρ2ρ1ρ2+p
2a2+2ar cos(θ)−b2+r2+ρ1ρ2

,

(B.19)
with p = 2a4−a2b2+2a2r2 cos(2θ)+a2r2−b4−2b2r2 cos(2θ)−b2r2. Thus, equation

(B.18) allows us to convert ρ′ to ρ. However, as r is also a function of ρ′ through
ρ′ =

√
a2 + r2 + 2ar cos(θ) (or equivalently r =

√
1
2a

2 cos(2θ)− a2

2 + ρ′2 − a cos(θ)),
this derivation is not complete. Substituting the expression for r in terms of ρ′

in equation (B.18) gives an equation that is not analytically solvable. Ideally, an
electric field would be obtained that is only a function of ρ and θ. As an analytical
expression is required for the model, the expression for the electric field in terms
of ρ, r and θ is now accepted, given by

E(ρ, r, θ) = 2b2E0ρ
′√

a2 − b2 + q + ρ′2
(
−a2 + b2 + q + ρ′2

)√
q

(b2−a2)(a2+2ar cos(θ)+r2 cos(2θ))
a2+2ar cos(θ)+r2 +q+ρ′2

,

(B.20)
with the shorthand q =

√
2ρ′2(b2−a2)(a2+2ar cos(θ)+r2 cos(2θ))

a2+2ar cos(θ)+r2 + (a2 − b2)2 + ρ′4 and
where ρ′ is converted to ρ using equation (B.19). As eventually the γ = 1 equation
is solved numerically, the dependence of r is not a problem as long as the resulting
αeff (which depends on the electric field) behaves correctly.
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B.4 Derivation of the distance rmax

The distance rmax between the tip of the ellipsoid and the position of the breakdown
field Ek can be found from the relation ρab(rmax, θ.φ) = ρc. Here, ρab is the bisector
in the direction of the electric field, and ρc is the distance (in terms of the ρ
coordinate) to the position of the breakdown field E(ρc) = Ek. Thus, to solve for
rmax, ρc needs to be found first, where ρc is defined by the equation E(ρc) = Ek (the
electric field is derived in Appendix B.3). However, due to the complicated nature of
the electric field of a conducting ellipsoid, this equation cannot be solved explicitly
for ρc. Nevertheless, it turns out that there is a fairly good approximation for rmax.

The surface of a conducting ellipsoid is an equipotential. One can mistakenly
think that the electric field is constant on the surface. From symmetry it then
follows that the points where the electric field has a certain constant value, such
as Ek, will lie on an ellipsoid. Though this is based on a false assumption, it
might prove useful to approximate the surface E = Ek as forming an ellipsoid.
Simulating the electric field in COMSOL, specifically for the semi-axes a = 5 cm
and b = 2 cm, the field at the tip E0 = 95.2 kV/cm and the breakdown field Ek = 32
kV/cm, results in the plot of Figure B.2. This figure shows that near the tip of
the ellipsoid in the (x, z)-plane, where x is the horizontal coordinate and z the
vertical coordinate, the line of E = Ek approximately follows the shape of an ellipse
around the conducting ellipse. The validity of the approximation can be tested, by
importing the data points where E = Ek into MATLAB, and fitting these using the
equation of an ellipse. This ellipse has unknown semi-axes a′ and b′, which are the
fitting parameters, and is centered at the center of the conducting ellipsoid (here at
(0, 0)) because of symmetry. The fitting equation is thus z = a′

√
1− (x/b′)2. The

data points imported from COMSOL and the fit through these points is depicted
in Figure B.3, where (x, z) = (0, 5) is the position of the tip of the ellipsoid. It
follows that the data points indeed approximately lie on an ellipse near the tip of
the conducting ellipsoid, as the fit agrees very well with the data points.

It can thus be concluded that the surface where E = Ek can be approximated
as an ellipsoid. Because of symmetry, only an ellipse in the (x, z)-plane or (y, z)-
plane needs to be considered. The next step is to find an analytical expression
for rmax going from the origin at r = 0 at the tip of the conducting ellipsoid
to the ellipse where E = Ek.

While rmax cannot be found from the electric field for arbitrary θ, it can be
found for θ = 0 and θ = π/2. First, the electric field is reformulated in terms of
only r and θ. Then, filling in θ = 0 and solving E(r, 0) = b2E0

2ar+b2+r2 = Ek for r gives:
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x (cm)

z (cm)

E = E
k
 (32 kV/cm)

Figure B.2: The line of constant E = Ek (red) for an ellipse with semi-axes a = 5 cm
(vertical) and b = 2 cm (horizontal). Here only half of the width of the ellipse is shown
and the axis of symmetry is drawn.

Figure B.3: Fit of E = Ek data points using an ellipse fit of z = a′
√

1− (x/b′)2. It is
found that a′ = (5.743± 0.002) cm b′ = (2.86± 0.01) cm

rmax(θ = 0) =
√
a2 + b2(E0 − Ek)

Ek
− a. (B.21)

Obtaining rmax(θ = π/2) proves more difficult. Filling in θ = π/2 in the
electric field expression yields:
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E(r, θ = π/2) =
2b2E0

√
(a2+r2)

(
(b2−a2)

(
2a2
a2+r2−1

)
+
√

4a2r2+b4−2b2r2+r4+a2+r2
)

√
4a2r2+b4−2b2r2+r4+2a2−b2+r2

4
√

4a2r2 + b4 − 2b2r2 + r4
(√

4a2r2 + b4 − 2b2r2 + r4 + b2 + r2
) .

(B.22)
Setting the above expression equal to Ek and solving for r leads to a case known

as ’Casus irreducibilis’. For an irreducible degree 3 polynomial with three real roots,
it has been proven that complex numbers need to be introduced to express the
solution in roots of any degree, even though the solution is real [157]. Solving
E(r, θ = π/2) = Ek for r, for example using software like Mathematica, leads
to 6 solutions containing imaginary parts. Setting b close to a, it is found that
one of these solutions approaches the solution of a sphere, accompanied by a very
small imaginary part. For example, for a = 3 cm, b = 2.99 cm, E0 = 100 kV/cm,
Ek = 32.75 kV/cm a value of 10−12 cm is found for the imaginary part. These
negligibly small imaginary contributions, which are found for any a and b and
remain negligibly small, are a results of numerical noise in the machine number
calculations in Mathematica (or other numerical software packages).
Possibly due to this ’Casus irreduciblilis’ issue, rmax(θ = π/2) has no solution at
a = b, so for the reduction to a sphere. However, when b approaches a, rmax(θ = π/2)
approaches the solution of a sphere. For example, taking again a = 3 cm, b = 2.99 cm,
E0 = 100 kV/cm, Ek = 32.75 kV/cm, the real part of rmax(θ = π/2) is 4.27758 cm,
while the rmax of a sphere at θ = π/2 is 4.29894 cm. Instead taking b = 2.9999999 cm
(seven decimals) gives rmax(θ = π/2) = 4.29894 cm for the ellipsoid. It can thus be
concluded that rmax(θ = π/2) approaches the correct solution for a sphere and can
be safely used, as the goal is to implement the model for an ellipsoid and not a
sphere, for which simpler expressions are already known. Writing out the found
solution for rmax at θ = π/2 for a conducting ellipsoid gives:

rmax(θ = π/2) = 1
2
√

3

√
F

G
, (B.23)

where F and G are given by:



136 B.4. Derivation of the distance rmax

F = 32 3√2(1−i
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and where C1, C2, C3, C4, C5, C6 and C7 are defined as follows:
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Now that analytical expressions are found for rmax(θ = 0) and rmax(θ = π/2),
the ellipse approximation for rmax at arbitrary θ can be applied. Noting that
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the origin is placed at the tip of the ellipsoidal conductor, the equation for the
ellipse where E = Ek is given by:

(z′ + a)2

a′2
+ x′2

b′2
= 1, (B.24)

where (z’,x’) is a point on the ellipse E = Ek, a′ is its major semi-axis and b′ its
minor semi-axis. This configuration is depicted in Figure B.4, where the grey region
represents the photon absorption region. Here it is seen that a′ = a+ rmax(θ = 0),
z′ = rmax cos θ, and x′ = rmax sin θ.

Figure B.4: The conducting ellipsoid (solid, black line), with positions of constant
E = Ek (solid, red line), the edge of the ionization region, approximated as an ellipse
shape (dashed line) with coordinates (z′,x′) and semi-axes a′ and b′.

Setting z′ = 0 in equation (B.24), which corresponds to x′ = ±rmax(θ = π/2)
as can be seen from Figure B.4, gives

a2

a′2
+ rmax(θ = π/2)2

b′2
= 1. (B.25)

which can be solved for the minor semi-axis b′ of the ellipse E = Ek:

b′ = rmax(θ = π/2)√
1− a2

a′2

. (B.26)

Substituting the found expressions for a′, b′, z′ and x′ into equation (B.24)
results in the final expression for rmax(θ) in the ellipse approximation:
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rmax(θ)=
rmax(θ=π/2)(√rmax(θ=0)2(2a+rmax(θ=0))2 sin2(θ)+rmax(θ=π/2)2(a+rmax(θ=0))2 cos2(θ)−armax(θ=π/2) cos(θ))

rmax(θ=0)(2a+rmax(θ=0)) sin2(θ)+rmax(θ=π/2)2 cos2(θ)
.

(B.27)
Looking back at Figure B.3, the ellipse fit of the data points gives rmax(θ =

0) = (5.743 − 5) cm= 0.743 cm in the z-direction, and rmax(θ = π/2) = 1.408 cm
in the x-direction. Equation (B.27) gives for the same input, a = 5 cm, b = 2 cm,
E0 = 95.2 kV/cm and Ek = 32 kV/cm, the values of rmax(θ = 0) = 0.736 cm and
rmax(θ = π/2) = 1.397 cm. The discrepancy between these values is very small
(relative error of about 1%) and caused by equation (B.27) being derived using the
data points of E = Ek at θ = 0 and θ = π/2 and basing the ellipse shape on that,
while the ellipse in Figure B.3 is based on more data points. Hence, the ellipse
of equation (B.27) is formulated such that the two computed rmax at θ = 0 and
θ = π/2 lie on the ellipse, while for the fit the optimal fit does not necessarily go
through these two points precisely. Equation (B.27) can also be compared to Figure
B.3 for arbitrary 0 ≤ θ ≤ π/2. For example, θ = 0.9497 rad gives rmax = 0.928 cm
for the ellipse fit, and rmax = 0.919 cm for equation (B.27). Moreover, θ = 0.5120
rad gives rmax = 0.792 cm and rmax = 0.784 cm, respectively. We thus conclude that
equation (B.27) is a fair approximation of the actual rmax of a conducting ellipsoid.
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