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Using the facilities of the KASCADE Central Detector EAS muon arrival time distributions, observed with refe- 
rence to the arrival time of the first locally registered muon, and their correlations with other EAS observables 
have been investigated at different distances R, from the shower axis. Invoking detailed Monte Carlo simula- 
tions non-parametric multivariate even-by-event analyses have been performed for an estimate of the primary 
mass composition. The consistency of the Monte Carlo simulations is studied by comparing the primary mass 
composition results inferred from observations at different R, and different muon multiplicity thresholds nth. 
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1. Muon arrival time distributions 

KASCADE [l] is a multidetector system, in- 
stalled in Forschungszentrum Karlsruhe (110 m 
a.s.l.), Germany, for the observation of exten- 
sive air showers in the primary energy range 
around the knee. The field array of 252 
detector stations, distributed over an area of 
200 x 200 m2, measures the electron-photon com- 
ponent (Eth = 5 MeV) and the muon component 
with an energy threshold of 230 MeV. It pro- 
vides the basic information about arrival direc- 
tion, core position, electron and muon sizes of 
the observed EAS. In particular, from the data 
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Figure 1. KASCADE Central Detector. 

of the field array the so-called truncated muon 
number NF, i.e. the muon density integrated 
between 40 m and 200 m is derived and used at 
KASCADE as an approximate mass independent 
primary energy identifier. The muon arrival time 
measurements use the facilities of the Central De- 
tector (see Fig. 1) of KASCADE [2]. It is basically 
an iron sampling calorimeter (16 x 20 m2) for 
the measurement of EAS hadrons. In the base- 
ment of the set-up, below 3800 t of iron and con- 
crete, large-area position-sensitive multiwire pro- 
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Figure 2. Characterisation of the EAS temporal 
structure by global and local arrival times. 

portional chambers (MWPC) [3] are operated for 
the identification of muons with 2.4 GeV energy 
threshold. The trigger plane of the calorimeter 
is a system of 456 plastic scintillation detector 
elements for providing a fast trigger signal for 
the MWPC, and for the timing measurements. 
The muon arrival time distributions measured by 
the trigger layer combined with the muon identi- 
fication by the MWPC facilities are the focus of 
this work. Measured arrival times ~1~ < 7~~ < 
73p <... of muons registered by timing detectors 
at a distance R, from the shower axis, corrected 
by fR, tan 19/c (c - speed of light) in order to 
eliminate the distortions due to the shower in- 
clination (see Fig. 2), refer to an experimentally 
provided zero-time. The present analysis uses “lo- 
cal” times, which refer to the arrival of the fore- 
most muon locally registered by the detector, in- 
forming about the thickness and the structure of 
the muon disc. For event-by-event observations 
with a fluctuating number of muons (multiplicity 
n), the individual relative arrival time distribu- 
tions can be characterised by the mean values 
A~mean, and by various quantiles ATE, like the 
median Arc.se, the first quartile Arc.25 and the 
third quartile Arc.75 [4]. 

2. Comparison between experimental and 
simulated data 

A total of 24 million experimentally observed air- 
shower events have been analysed [5]. Muon ar- 
rival time distributions have been reconstructed 
for shower events with a multiplicity number 

of n 2 3 of registered muons with the energy 
threshold Eth = 2.4 GeV; after applying some 
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Figure 3. Simulated and experimental EAS ob- 
servable distributions for 4.05 < ZogreNE 5 4.28, 
80 m < R, 5 90 m and 0’ 5 0 5 24”. 

general cuts concerning the core position (within 
100 m from the array centre), the angle of EAS 
incidence 6’ (< 40”) and ZogrcNF (> 3.6) the sam- 
ple shrank to approx. 240 000 showers. The 
present analysis is based on simulations with 
the code CORSIKA (version 5.62) [6] with a 
full and detailed simulation of the detector re- 
sponse. The simulations use the QGSJET (ver- 
sion 1998) model [7] as generator for high-energy 
hadronic interactions and GHEISHA (81 for inter- 
actions below &b = 80 GeV. The electromag- 
netic part is treated by the EGS4 program [9]. 
The simulations have been performed for three 
different classes of primaries: protons (H), oxy- 
gen (0), and iron (Fe). The energy range covered 
by the simulations extends from 5.0. 1014 eV to 
3.06 9 1016 eV with a fixed spectral index y = 
-2.7 adopted for all primaries and the zenith an- 
gles comprise the range 0’ 5 19 5 40’ [5]. For each 
primary type approximately 90 000 showers have 
been simulated. Fig. 3 displays frequency distri- 
butions of some shower parameters as predicted 
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by the simulation for different primaries and com- 
pared to the actual experimental observations for 
a particular logiaN: and R bin. The Ar” = 
Arq/pP are the reduced q&tiles of the focal 
muon arrival time distributions (Eth = 2.4 GeV). 
Density of muons pP is the observed muon mul- 
tiplicity n divided by the effective area of the 
muon detector set-up. AT; provide even more 
pure arrival time information than ATE because 
l/p, works like a correction factor decreasing the 
fluctuations of the local time parameters origi- 
nating from the multiplicity dependence [lo]. 

3. Sensitivity of muon arrival times distri- 
butions to the primary mass 

Non-parametric statistical methods are applied in 
studies of multidimensional distributions of ob- 
servables allocating the single observed events to 
different classes by comparing the observed events 
with the simulated distributions without using a 
pm-chosen parameterisation [ll]. The procedures 
take into account the effects of the EAS fluctu- 
ations in a quite natural way and are able to 
specify the uncertainties, by an estimate of the 
true-classification and misclassification probabil- 
ities. Fig. 4 shows as variation with 1ogieNF 
the true-classification probabilities (and uncer- 
tainties) averaged over all classes. With little sur- 
prise it is noted that the mass discrimination is 
dominated by the {NE’, Ne} correlation and im- 
proving with primary energy. It is also evident 
that by adding the correlation of the reduced va- 
lues of the local time parameters (median Ara.se 
or the third quartile Ars.rs) a marginal but sys- 
tematic improvement is obtained. 
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Figure 4. The dependence of the averaged 
true-classification probability from {NET, N,} and 
{NE, N,, AT&,~, AT;.,,} correlations; 0” < 0 < 
24". 

4. Test of the consistency of Monte Carlo 
simulations 

The analysis of the EAS observations introduces 
necessarily some model dependence by the high- 
energy hadronic interaction models invoked as 
generators of the Monte Carlo simulations. A 
possible way to evaluate the quality of a model 
is to derive the primary mass composition from 
the analysis of a certain set of observables (the 
set {NE, Ne, AT; so, Ar; rs} has been furtheron 
used) in different ‘(logici?:, R,} ranges; the con- 
sistency test in this case is the invariance of the 
primary mass composition over the R,, ranges. 
The true-classification Pi-i and misclassification 
Pi-j probabilities (i, j E {H, 0, Fe}), deduced 
for all studied {ZogreNF, R,} ranges, are used 
for the reconstruction of the mass composition 
of the samples of registered events by inverting 
a system of linear equations [12]. The result of 
the application of the reconstruction procedures 
to experimental samples observed at different dis- 
tances R, from the shower centre, are shown 
in the upper panels of Fig. 5. The mass com- 
positions (PH, PO, PFJ of measured KASCADE 
samples differ for different R, bins, since the ob- 
servation conditions lead to mass dependent dif- 
ferences in the observation efficiency at different 
R,. Efficiency correction factors (CH, Co, CF~) 
have been calculated from the Monte-Carlo simu- 
lations in order to adjust the mass composition of 
measured samples (PH, PO, PF~) to the primary 
mass composition (PG, PG, P;,) according to the 
relation 151: 

L-1 

PH PO Pr; : P; : P;, = - : - : PFe -. 
CH CO CFe 

The logioN:-variation of the primary mass com- 
position resulting after the correction concern- 
ing the biased acceptance by the specific obser- 
vational conditions is shown in the lower part of 
Fig. 5. In Fig. 6 the results are shown as variation 
with Rp for different logieNF ranges. A more 
stringent test of the Monte Carlo simulations (use 
both for classification procedure and calculation 
of the efficiency correction factors) is to scrutinise 
not only the variation with R, but also the depen- 
dence with the multiplicity threshold 72th of the 
reconstructed primary mass composition. Fig. 7 
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Figure 5. Variation of the measured and effi- 
ciency corrected mass compositions with ZogrcNF 
for various R, ranges; 0’ 5 0 5 24’. 
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Figure 6. Variation of the efficiency corrected 
mass composition and of (ZnA) with R, for vari- 
ous logroN: ranges; 0’ 5 0 5 24’. 
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Figure 7. Variation of the efficiency corrected 
mass composition with the multiplicity threshold 
nth using the {NF, Ne} correlation for the non- 
parametric classification procedure of the events 
observed at different distances from the shower 
axis; 0” I 13 5 24”. 

5. Conclusions 

The local time quantities provide only a marginal 
contribution to the mass discrimination as 
compared to the dominant {NF, Ne} correla- 
tion, at least in the relatively limited range of 
R, < 100 m and I30 < 1016 eV. The present ob- 
servations corroborate the findings of an increase 
of (ZnA) beyond the knee, i.e. for lograN: > 
ca. 4.2. By applying the calculated correction 
factors to the results found at diferent R, and 
nth the resulting mass composition is almost in- 
variant; the result indicates a good consistency 
of the performed Monte Carlo simulations using 
the QGSJET model as generator. 
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