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A.A. CHILINGARIAN. G.Z. ZAZIAN 

A CLASSIFICATION METHOD OF DETERMINATION OF THE MASS 

COMPOSITION OF PRIMARY COSMIC RAYS IN THE ENERGY RANGE 

E >I0
15 

eV 
0 

A me~hod allowing to determine the mass composition of 

primary cosmic radiation by means of simultaneous analysis of 

model and experimental data is presented in this paper. The 

most important part of this work is the quantitative comparison 

of multivariate distributions and the use of methods of 

nonparametric statistics for probabilitY. density estimation in 

a multivariate space of features. To check the method offered. 

events with E >SOOTeV were generated by the Monte-Carlo method. 
0 

The showers generated were preliminarily processed by 

algorithms used in experimental data handling. The apparatus-

induced distortions of the measured EAS character-istics have 

been taken into account. The method allows to select 

experimental event initiated by primary protons and iron nuclei 

with an efficiency of ~70-80% and to· determine the 

composition of primary cosmic rays (PCR) at ro 15-ro17
eV 
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Yerevan 1989 
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KJJACCH~HI<AUIIOHHHJ'! IIETO.!l Of!PE)lEJJEHHll MACCOBOro COCT ABA l1J<If 8 

OSJJACTH 3HEPI"Ifl'l E >.1015oB 
0 

B Ha~eA pa6o-re npeJl.CTaBJI&H weTo.zt ,Oo:lBOJI~DIIIHR 

onpe)le..IIKTD waccoBlolA: COCTaB ~epsJNHoro KOCWH~ecKoro H3Jiy'leHHSI 

nyTeM COBMecTHoro a.Ha.ml3a MO,IleJibHWX H 3KCilepHWeHTa.JibHbOC .zta.HHhiX. 

BazHeAmeA 'la.CTJ:o.D weTO.m;a Sl8.l!SI&TCSI KOJUNeC;TBeHHoe 

WHorowepHbOC pacnpe.a;e.11eHHA H HCI10Jib30BaHH9 

CpaBH9HHe 

M9TO.zt0B 

HenapaueTp~NecxoA cra THCTHKH ,Am:r o~eHXH rt.IIOTHOCTH BeposlTHOCTH B 

WHOrOM&pHOM rtpocTpaliCTBe npH3HaKOB. .llJUI. npoeepxx npe)l.Jiaraeworo 
weTO,zta 6bi:JlH creHepHpOBa.Hbl: co6biTHSl c 3HeprHeA E > 500 1-:JB weTOAOW . 0 . 
MoH;T9-Kap.no. PerHc:rpai.uui creHepHpOsaHHbiX JIHBHeA npoSOAHJlaCb Ha . . 2 
t:JIY6HHe 700r/CM • npe.uapHTeJibHasl o6pa6onca WO)l.9JibHhiX Co6blTHA 

npoBO.lHJiaCl:. no a.JITOpHTWaW • npHweHSZew:ww npH o6pa6oTKe 

3KCilepHN9HTaJil:>HbiX .la.HHbOC. Y~aJlHCl:. HcxazeHH9 H3M9psi9Mbi:X 

':"apa.K_TepHCTHK IDAJl.BHOCHWble perHcrpHpyolileA armapaTYJX>A. MeTO.A 

003BOJISI9T OT06paTb 3KcnepHMeHTaJII:o.Hbl8 co6J:.riH:sr. HHHUHHpOBaHHble 

nepB~ OpoTOHa.MH H SIApalrlM ::t:9JI93a C ~KTHBHOCTbD nops:,;.zuca 
. ~ . 15 70-SOS. H. onpe.m;eJIHTb waccOBblR COCTaB Jll(H npH 3HeprHSIX 10 -

10
17

38 
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1. Introduction 

The ambiguity of interpretation of the results of 
experiments with cosmic rays is connected with both significant 
gaps in our knowledge of the characteristics of hadron-nuclear 
interactions at superaccelerator energies and indefiniteness of 
the PCR composition. The extra difficulties are due to indirect 
experiments and hence. due to the use of Monte-Carlosimulations 
of development and detection of different components of nuclear 
electromagnetic cascades. 

To research into hadron-nuclear interactiOns in CR. one 
should know the type of cascade-initiating incident particle. 
Besides. the investigation of the mass composition of PCR is of 
a particular interest in connection with the problem of the 
origin. 

CR 

At present 

in the energy 

the data available on 
15 17 range 10 -10 eV are 

the mass composition of PCR 

obtained by detecting and 
investigating the different components of EAS and y-fami 1 ies 
detected by X-ray emulsion chambers (X-REC). And if the first 
data set states a ·normal composition• -extrapolation of PCR 

iron nuclei) measured 

10
1 1

-to
14

ev [I .s]. then 

by 

the 

composition (40Z Protons and 20Z 

direct methods in the energy range 

data on y-family fluxes testify to 

fraction in PCR atE >lo16ev down 
a decrease of the protons 

0 to 15-20Z and hence to 
dominance of irnn nuclei [2]. 

This contradiction. inexplicable yet. may be due to 

3 
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different experimental data handling methods. Besides. the 

y-familY characteristics are more sensitive to the method of 

strong interactions than the EAS ones, hence, variation of 

model parameters cah change the estimate of the proton and iron 

nuclei fractions. The problem of relative dominance of iron 

nuclei is very important, because the interpretation of the 

experimental data obtained in UHE CR is based on the mass 

composition of PCR [3]. 

In this paper an approach is presented, which allows to 

determine the mass composition of PCR by means of simultaneous 

analysis of model and experimental data. The most important 

part of the method is the quantitative comparison of 

multivariate distributions and use of a nonparametric technique 

to estimate the probability density iri a multidimensional 

feature space. As compared to the earlier used methods of 

inverse problem solution, with the help of which the mass 

composition of PCR was first determined in the energy range 

E >Io
15

ev with sufficient quantitative certainty (6], in the 

0 

proposed method the object of analysis is each particular event 

(a point in the multivariate space of EAS parameters} rather 

than alternative distributions of model and experimental data. 

That is why. along with the averaged characteristics. the 

belonging of each event to a certain class is determined. 

This approach was first used to estimate the upper limit of 

the iron nuclei fraction according to the y-fami ly 

characterist.ics (SJ.. As Opposed to Ref. [5]. where events were 

classified into two classes (A>SO and A<SO), now it is possible 

to classify events into an unlimited number of classes. 

Events with E >SOOTeV have been simulated to check the 
0 

method praposed. The showeTs were registered at a depth of 

700Q/cm
2 . The model data were preliminarily handled ·according 

4 

to algorithms used in the data handling at 
station [6]. The finite resolution of the 

measuring EAS characteristics has been taken into 

the Tien-Shan 

installati.m 

account_ 

2. Simulation of a Nuclear--Electromagnetic Ci<;cade 

in the Atmosphere 

The incident Particle energy 
was 

energy spectrum given in Ref. [7] _ A 

simulated (40% protons and 20% iron 

nuclei were considered: protons {P). 

drawn 

normal CR 

nuclei)_ 

according to 

composition 

rivt-:' groups 

the 

was 

of 

with A=7-16( CNO), 
a-particle:.. ( Cl ) • nur. 1 t' i 

A=24-27( H) and A=S0-.':>6( VH). 

ex--particles further were unified into one group_ 
Protl)flS and 

Strong interact ion were simulated by algur i t.'1ms 

quark-gluon string model (QGSM) SJJer::tra reproduce the which 

[S]. The algorithm used allows to simulatt~ 
nucleon, pion, kaon and A-hyperon interactions with N14 

at 

6 .. 

0.03<£<10 Tev. Production of NN Pairs, •.k,A,ry was taken into 

interactions for hA 

account. In thP. frame of the Regge theory there wf!re simulatE::!~ 

processes of single and double diffraction as well as inelastic 
. ± 0 

rechargrng of rr -+Tl , P-+n. 

The incident 

when simulating 
nucleus fragmentation was taken into 

AN
14 

interactiofls_ The hN 14 inter"'ction 

sections were approximated 

PN14 
0' 
prod 

rrN14 
0' 
prod 

kN 1,1 
0' 
r~r ,_,d 

as: 

295+23.94lg(E)+3.55lg~(E) 

:':'6+;:"4. 51 lg( E)-+ 2 -31JgL{ E) 

c 178f-;:'7 .O:'l•:J( E )il Jli l·J· ( l~) • 

5 
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where E is incident particle energy in the laboratory system of 

coordinates (E is in TeV). Energy dependence of the 

multiplicity of charged particles in hN
14 

interactions 

approximated as: 

2 
<N>ch=0.817ln E+3.127lnE+10.27 (E is in TeV} 

mean 

was 

( 2.2) 

The number of secondaries was drawn according to KNO 

distribution. It was taken that the mean transverse momentum of' 

secondaries increased with the energy according to 

<P>t=0.36(l+0.023ln(E/O.l)) (E is in TeV) 
( 2.3) 

For different secondaries <Pt> and the 

differed and corresponded to the 

shaPe of distribution 

existing accelerator 
over Pt 

data. 
Electromagnetic interaction were simulated as in Ref.[9). 

multiple Coulomb scattering 
Pair production. bremsstrahlung and 

were taken into account. At the same time. it was assumed 

transversal development of electron-photon cascades is due to 

only multiple Coulomb scattering. To calculate the average EAS 

that 

·formulae 
characteristics. we have used the approximated 

obtained in Ref.[lO]. 

3. Comparison of EAS Single Characteristics 

and Choice of Optimal Features 

To _choose features most sensitive to the PCR composition. 

ihere. were compared the single characteristics of EAS initiated 

by primarY protons and. iron nuclei. The following 

been considered; the total nUmber of 

EAS 

characteristics have 

6 

electrons N • the total number of muons withE >SGeV. the EAS 
e ~ 

age parameter s. the total number. energy. mean energy. average 

distance to EAS cores and dispersion of spatial and energy 

distributions of muons with E )200GeV and 
~ 

the linear regression 

hadrons with 

coefficients of Eh>200GeV in EAS and 

spatial and energy distributions of muons and hadrons 

(E=Cl+C2R}. 

The results of comparison of single EAS characteristics are 

summarized in Figs.l-4. A quantitative comparison of various 

features is presented in Table 1. where the P values of 

statistical tests of comparison of samples from univariate 

distributions as well as the Bhattacharya distance between the 

samples are given. The Student. Kolmogorov. Mann-Whitney tests 

have been used. It follows from these data that most 

appropriate feature to determine EAS composition are the 

high-energy muon characteristics. The hadron component 

characteristics are less sensitive to the primary particle type 

(the higher the P-values of ~he iest. the stronger the 

difference between the corresponding· distributions). In this 

paper we have used EAS characteristics only (N .N (E>SGeV). 
e ~ 

S). Though the sensitivity of N and S to the primary particle 
e 

type is low. however. due to different degree of correlation 

between N .N and S for events initiated by primary Protons and 
e ~ 

iron nuclei. as is seen from Table 2 and 3. the use of all the 

three EAS characteristics essentially improves the event 

classification reliability. The choice of these characteristics 

is also owing to their relatively low sensitivity to strong 

interaction characteristics. which allows to hope for obtaining 

a model- independent inference on the PCR mass composition. 

7 



4. Classification of the Distribution Mixture 

Let us consider the stochastic mechanism (A.~) which 

generates the observation~ in a multivariate feature space (~ 
is ad-dimensional vector of values measured in experiment, d 

is dimension~lity of the feature space). The basic event space 
A is a combination of events from different primary nuclei. We 

know no law at nntuTe like (A,~). that is why, to deteTmine a 
pTobability metric on A, the total Monte-Carlo simulation of 

the phenomenon under investigation is performed, 

expeTimental data registration and handling. 

includinq 

The set of d-dimensional U vectors obtained in simulations 
is the simuhr analog of the experimentally measured values of 

V. But, as opposed to experimental data, it is known to which 

of the alteTnative classes each of the events belongs. These 
~labeledw events include a priori information about dynamics of 

the process under investigation, which is given in a 
nonparametric form. as· finite size samples. The sequence 

{U.t.}, where i=l,MTS' j=l,L, t. is 
·1 J J 

class index, we usually 

call a training seTies or sample (TS) which is also denoted by 

i A.!ji). 

Since both, physical processes of particle production and 

those of registl·ation are stochastic and the information about 

the phenomena undeT investigation is smeared out, the data 
analysir> is uncertain in the sense that one need not wait for 

-event sepaTation into compact nonoverlappinq groups 

corTesponding to different primary nuclei. The onlY thing we 
r.an ~equire when classifying experimental data by v ious 

primary nuclei is to minimize the losses due to incorrect 
classification to some degree and to ensure use of a priori 

information completely. Such a procedure is tt.e Bayes decision 

8 

rule with nonparametric estimation of the multivariate 
probability density function, which, when using a simple loss 

function (the loss is zero in case of correct classification 
and is the same at any other error), takes the form: 

A l((v,A.!p)=argmax{P(A./v)} , i=l,L 
l 

( 4.1 ) 

where P(A./v)""P.P(v/A.) are a posterior densities, P(v/A.) l 1 l - 1 
are 

conditional densities which are estimated by TS (A,~) using one 
of many nonr>arametric methods available [11). L is the number 
of groups of nuclei. 

Initial (a priori) values of P. are taken equal. The 
l 

monograph [101 is devoted to the interplay of a priori and 

experimental information in fraction estimation problems. Here 

we shall not go into discussion of competence of the choice of 
a unifoTm a priori distribution. but only mention that at such 
a choice the a posterior probability and hence, the.results of 
classification will be totally defined by experimental 
i.1formation, which seems reasonable to us ih the given physical 
task. 

To estimate conditional densities, we used Parzen·s method 
with automatic kernel width adaptation. In this method some 
pTobability density values are calculated which coTrespond to 

different values of method parameters. Then the sequence 

obtained is ordeTed and the median of this sequence is chosen 
as final estimate. Depending on the value of the probability 

density in the vicinity of V. due to stabilizing PToperties of 
th~ median, each time we'll choose an estimate with. a width 
most fitting for that region [13). The pTobability density is 
estimated by: 

9 
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P (VIA. )=l/(2rt
0 

.::.hn) E e J 
l j::: 1 

wj ,i=l,L ( 4.2) 

where n is the feature space dimensionality, M. is the number of I 

vectors of the i-th TS class. r. is distance to the j-th 
J 

neighbour in the Mahalanobis metric! 

T -1 
r .=< v-u . ) R < v-u . ) 

J J J 

where R is a sampling covariance matrix, 

weights. h is the kernel width. 

( 4.3) 

w. are the events 
J 

The classification methods. like all the statistical ones, 

include the procedure quality test as a necessary element. This 

stage beside all the others is also necessary for determination 

of the primary composition. The most natural procedure quality 

estimate is error prObabilitY which depends on both the degree 

of overlapping of alternative multivariate distributions and 

the decision rule being .used (Bayes decision rules provide 

minimum error probability (EP) as compared to any other one): 

where 

EP = RM =E(B[~(V.A.!j})]) , 

m] _ Jo. at correct classification 
El[n(V,A • .,..) - 11. otherwis·e 

( 4.4) 

and E stands for mathematical expectation. The expectation is 

taken over all possible samples of volume M and over the whole 

d-di~ensional space of measured values. 

Since we do not exactly know to what class the experimental 

vectors belong, the estimate of RM we obtain via TS: 

10 

"rs 
RM=l/MTS E e{t .. ~<u. ,A,!jlll 

i=l J 1 

i.e we classify the {U.} TS and check 
I 

( 4 .s) 

correctness uf 

classification over the index of the class t j. j="l ,L. However, 

as numerous investigations have shown (e.g.,(l5l). this 

estimate is systematicallY biased and hence. a cross-validation 

estimation is preferable 

R~ =1/M 
TS 

"rs 
E ert .• ~ru. ,A,!P<. >>J 

i=l J l 1 
( 4,6) 

where A,!p( i) is a TS with a removed i-th element, which is 

classified. This estimate is unbiased and has an essentially 

smaller r.m.s. deviation. The advantage of R~ is especially 

notable when the feature space has a higher dimensionality 

[IS] • 

Note, that we have the possibility to estimate the errors 

probability of various types by imposing to classification 

various TS classes 

classes. 

{U .• t.}. j=I,L, L is the number of 
I J 

By R .. we denote the probability for classification of the 
IJ 

i-th class events as belonging to the j-th class 

( mi sc lass i ficat ion). 

Now let us estimate the a posterior hact ion of vaT ious 

kernel types in the incident flux. 

It is known [16] that the best estimate of a poster j(,r 

fraction (in case of uniform a priori information and abst-·ru;f• 

of classification errors) is the empiri.cal fraction 

e 
P. 

I M/Mtot (·L 
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where Mi is the number of events classified as initiated by the 
kernel group Ai, Mtot is the total number of events registered 
during experiment. It can be shown (see [171, where a formula 
for the case with L=2 is derived) that with account of 
classification errors the fraction of various kernels can be 
obtained as the solution of the following set of linear 
equations: 

L "" L.- e 
( 1-E R .. )P.+ E PkRk.=P. j~i l J 1 k~i 1 l 

i=l, L • ( 4.8) 

In the first sum 

All estimates of 

summation goes over j, in the second -over k. 
R .. and P~ are obtained over one and the same 1J 1 

TS using the same decision rules. 
The accuracy of estimates is defined bY the TS size and 

number of experimental data as well as by the value of the 
classification errors. which present the -quality• of 
discrimination in the chosen feature subset. Note. that the set 
(4.8) is a poorlY defined system and at large values of 
classification errors the solutions of the set are 
unpredictable and hence. the choice of a feature combination 
providing a high percentage (~60~) of correct classification is 
a necessary preliminary stage. 

5. The Bootstrap Procedure of Fraction Estimation 

As we have shown in the previous section. to estimate the' 
fraction of various kernels in an incident flux of cosmic 
radiation. beside classification of an experimental sample by a 
TS. it is also necessarY to calculate any misclassification 
coefficients. R .. 

1J 

·-···-- ·.c.--

The error in determination of the fraction 

12 

of various kernels is a function of the errors bOth fr~m · 
classification and in determination of R .. 

1 J The possibility to decrease the bias <3.nd·· varian1:P. of· 
misclassification rates estimates was discussed in Ref..[17J .. 
where it was mentioned that it is possible to iinp·r~~e the 
accuracy of R .. 

1J 
estimates. if the TS size is l~r·g~ enough to 

separate the TS into independent subsamples. 
Unfortunately, time consumption per model event gener.at ion 

increases abruptly with energy and we have not tp 
model information in the energy range E)I0 1 ~eV. 

expect· much 

Thus, the problem of an efficient use of the .information 
contained in simular results is as never actual -for cosmic-_raY 
and accelerator physics. since the classical Sampling mode"ls do 
not allow to extract the whole information carried by a sampie. 

The methods of sample control during handlfng are widely 
used in the last few years. One of - these is the 
leave-one-ou\-for-a-time test considered in the . prc:vi ous 
sect ion-, which allows to decrease the sample bias. A more_ 
efficient procedure actively developin9 in both applied and 
theoretical respects in the last decade is the bOotstrap .which . . . lies in replication of the initial sample very many times by 
means of random sampling with replacement. The thus obt.3.-ined 
condit"ionally independent bootstrap-repl-icas in ma:ny respects 
stand for independent samples from the general population 
(under the condition of sufficiently large size Df th~ initial 
sample). In fact. the bootstrap substitutes the unknown gerieral 
population by a single sample. i.e. the ideology ·described in 
the section 4 of this paper is follOwed. Ttie theOretical base 
of the bootstrap method is the analog of· the central limit 
theorem (CLT) proved ~n Ref.[lB]: 

13 



p . j Is( ~8- ~M) < t SM I X I •••• XM f • t ( t ) • ( 5 .I ) 

_when. M~B-.co, x
1

,_ .• ."XM are indep~nde_nt, 

(liD) rcindom quantities. !Ht) is 

identically 

a normal 

distributed 

(Gaussian) 
. . 

distr_ibution, ,uM _and SM are sample estimates of the 
8 M 

* the ·second· moments, ~ = E ~./8 
B J=l J 

• 
~j 

= E x(j)M 
i=l 

1 
is 

first and 

the j-th 

bootstrap replica's mean. And what is moT-e, analogies between 

.sanipl ing and the- bootstrap are valid also for many other 

sta~ii;:ltics. Refening our ·correspondents to the Ref.[l9]. we 

.shoitly summarize the_ main idea of the new procedure: a new 

pr_oCedure the boOtstrap-moments (denoted 

introduCed; which in many cases substitute 

by 

the 

E ~a ) are 
• * 

statistical 

momenta calculated accord{ng to a distribution function 

·most cases of inter'est 'it is unki-to"wn). 

Owino to the faCt. that the bo_otStrap is l,.'ery important 

high-energy phYsics. and-to inve'stigate its possibilities 

(in 

for 

for 

finite samples and a limited number ·of bootstrap replicas we 

have carried out an investigation with the purpose to calculate 

the bootstrap expectation(~~-~ ) -a CLT test. and calculation 
J M 

of bootstrap expectations of the standard deviation of the mean 

I ID of random variables -

from the standard. normal 

6 2
=o

2
/M. To do this we used samples 

• • 
distribution N(O,l ); the sample size 

varied between 25 and 1000. the number of bootstrap replicas in 

a series was from 10 to 2000. The mean was calcul2ted for each 

bootstYap replica and for each bootstrap se:ies the 

b.lotstrap-est imate of the mean standard deviation - 6 • 
A round of recalculations including 100 series cf the same 

si.t:e has br:F!n carried out using differ-ent initial samples; the 

obtained data were averaged and the mean-square de•nations were 

,, 

calculated. The results of investigations, which are present in 

Table 4, state the validity of CLT and consisten_cy of using the 

bootstrap expectation. Although the mathematical theorems were 

proved for the asymptotic cases M,B .. oo, even with small sample 

sizes and small number of bootstrap replicas (M~B""50)~ 

obtained estimations fit to the expected theoretical ones. 

. th!:. 

There are two ways of distribution mixture coefficient 

estimation: i) to obtain the bootstrap estimate of the 

misclassific:ation coefficients R~ .~ then classify and 
lJ 

the fraction or i i) carry out fraction estimation 
estimate 

over eaci-J 

boot!3trap re~llica. then obtain the fraction and the standard 

deviation bootstrap expectation. The second way is 

because obtaining of the standard deviation in the 

is time-consuming. It is enough to say that 

Preferable. 

first case 

the errors 

propaqation formulae obtained by the REDUCE program occupy 

several standard sheets in case of classificatio~ 

classes. 

In the end of this section let us fohnal i ze the 

into four 

bootstrap 

method of the distribution mixture coefficient estimation. 

us define the solution of the set (4.8) as: 
Let 

• • 
P::P{P

1
, ... P

1
} f(v.!p.n<v.A.!p JJ . ( 5.2) 

This solution is a complex function of experimental data and 

the TS as well as the decision rule n being used. By several TS 

bootstrap replicas we calculate the bootstrap expect.at ion and 

the bootstra~ standard deviation of the mixture coefficients 

P .• which are used as estimates of the fraction of 
1 

kernel groups in the primary flux. 

IS 

different 
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6. Results of Calculations 

To test· the method. the generated events were grouped in 

tWo.·The first -were-used to create a TS and the second as 

Pseudo-e-xperiment-al events. The EAS characteristics (N ,N .s) 
e ~ 

were used in the ·events classification. where events in 

diffel-eni:. f{xed intervals over N were selected. The TS 
e 

c-onsisted Of. four cl.:isses in .:lccordimce with the primary kernel 

type {'p----p"rOtqnS. d.-partiCles. CNO-kernels with A=7-16. H-with 

1'1=24-2-7 .and VH-with A=S0-56 ). 

Table 5 presents the Bayes error matrix obtained as a result 

of a ·lea.ve.-one:__~ut test over TS. The diagonal elements of this 

---rriatr-ix· ~h~W the probability for a correct events classification 

and the i-.ondi<:igonal elements the probabi 1 i ty for 

-~isci~s-~i fi"cat ions. It "is seen from Table 5 that the correct 

C.laSS.i f-i-Cat-ions make about 70-BOZ ( classification of "boundary" 

groups (pi"o:tons and ir-on group nuclei) is essentially better 

·t_han· that _of' the intermediate groups). Note. that the accuracy 

of classification can be improved by selecting events at narrow 

zenith angles & (&varies between 0 and 45°). 

Table 6-shoWs the recovered kernel fractions obtained by 

claSsification of model events for one interval over 

errors presented are obtained by the bootstrap 

N . The 
e 

procedure. 

Fraction$ of kernel groups given in EAS simulations (true 

fractionS) are prese~ted ibid. As ,is seen from this table. the 

Proposed method allows to determine the fraction of protons and 

iron nuclei in the incident flux with quite a good accuracy. To 

improve the accuracy of determination of the fraction of 

intermediate nuclei it is necessary to increase the size of TS. 

In this work events obtained by the same moC:el are used as 

ccntr_O! (pseudo-experimental) and traininCl s.c;;r .. ~es. r::,;-:-in~ the 

]:C, 

l 

experimental data handling the model adequacy test is a 

necessary stage. The difficulty lies in the fact. that the 

changes both in the strong interaction model and in the mass 

composition can lead to the same change of the observed values. 

To overcome this ambiguity one can use the "self-conSistency· 

method developed in Ref.[5]. 

?.Conclusion 

The proposed method allows to select experimental events 

init~ated by incident protons and nuclei with .an efficiency Of 

N?0-80% and determine the mass composition of PCR at enerqies 

frum 10
15 

·to 10
17

ev. The main advantages of the method propOsed 

are: 

i) its being a multivariate one. i.e. iriclusiori of 

additional EAS parameters in the analysis meet no difficulties; 

ii) individual analysis (event by event)- each experiment~} 

event is an object of analysis - their ~8longing to a certairy 

class and the error of statistical solution are determined; 

iii) a priori chosen probability family is not imposed on 

data - the results of simulation are used directly during the 

process of statistical solutions. 

We hope that the use of the proposed method when handling 

the experimental data obtained at complex arrays will allow to 

get an unambiguous information about the character of strDng 

interactions at superaccelerator energies. 

~e are grateful to A.M. Dunaevsky and N. Stamenov for useful 

discussions and to E.A. Mamidjanian for stimulating interest in 

the work. 

. One of the authors (Z.G.Z) also thanks H.M. Ounae•Jsky for 

p:ovisiun of EAS simula[lOn algorithms. 
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Table 1 

P-values of statistical tests of comparison of univariate 

distributions of different characteristics of EAS initiated 

by primary p_rOtons and iT-on group nuclei .at 1·10
5 <N <2·10

5 
e 

Stud 1\olm M-U R Bh 

N 0.835 1.021 1.17 0.002 
e 

N (E >5 GeV) " ~ 
23.647 7.329 16.12 0.433 

s 7.046 3.178 6.60 0.074 

N (E )200 GeV) 
~ ~ 

25.435 7.553 16.34 0.451 

E E (E >200 GeV) 15.217 5.582 12.45 0.189 
~- ~ 

<E >(£ >200 GeV) 
~ ~ 

6.792 5.528 11.13 0.458 

<R >(E >200 GeV) 18.341 6.533 14.36 0.295 
~ ~ 

Nh(Eh>2?0 GeV) 4.717 2.400 4.88 0.248 

E Eh( Eh> 200 GeV) 4.015 2.609 5.30 0.495 

<Eh> ( Eh> 200 GeV) ::..503 1.658 3.44 0.128 

<Rh> ( Eh> 200 GeV) 5.903 3.395 6.73 0.033 
-

18 

Table 2 

The coefficients of correlation between the characteristics 

of the electron-photon and the muon components at EAS w1th 

1·105 <N <2·105 from primary protons (the quantities marked 
e 
with* correspond to muons with E >200 GeV) 

~ 

• E E. • • 
N N s N <E > <R ) 

e ~ ~ ~ ~ ~ 

N **** 0.393 -0 .13:::" 0.145 0.108 0.01 -0.180 
e 

N 0.393 ***** 0.443 0.838 0.717 0.044 0.516 
~ 

s -0.132 0.443 -ll-ll-ll-ll-ll 0.468 0.441 0.039 0.469 
. 

• N 0.145 0.838 0.468 -ll-ll-ll-ll-ll 0.896 0.104 0.726 
~ 

• E E 0.108 0.717 0.411 0.896 -ll-ll-ll-ll-ll 0.476 0.658 
~ 

• <E > 0.010 0.044 0.039 0.104 0.476 ***** 0.093 
~ 

• <R ) -0.18 0.516 0.469 0.726 0.658 0.093 ***** 
~ 



f 
! 

i 
I 
i: .. 

.:J 

' i! 
~~ 
:1· 
:! . 

f 
il 
1!. 

~ 
i\ 
H. 
I 

i:1 
rr : 
I. 
I 

I 
'' 

!:" 
I 

Table 3 

The coefficients of correlation between.the characteristics 

of the electron-Photon and the muon cOmponents of EAS with 

t·ta
5

·<N <2·10
5 

·from _pri-~rY -ir.On nuclei (the quantities 
e 

mar:ked wit}_"l ~·correspond to muons withE }200 GeV) 

" 
• E E. <E~> I • N ·N s N <R > 

.. e 1' .. . ·. 
.I' I' .I' I' 

N ~~** 0.555 -0.205 0.353 0.366 0.252!-0.026 
e 

. Nl'l o.sssf•••i<•l o.i9SI0.830ID.820I0.37SI 0.345 

$ -·0 .. 205!0.1951 *****10.238!0.224!0.075! 0.224 

N~l 0.353/0.830] 0.23BI·*****I0.97B!0.391 I 0.633 I' . 

"IE E*l 0.366!0.8201 0.224I0.97BI*****l0.556{ 0.611 
. .1' 

<E">l o.2o;2 o.:375J o.o7slo.391lo.S66I•m•l o.213 
.I' . . . . . . 

.. * . . 

<R,l.t ~6.026 .0 .. 3:45.} 0.~2410~633.10-~1110.2131 ***** 

20 

fable 4 

Bootstrap expectations and bootstrap standard deviations 

of sampling statistics 

8 10 so 100 200 

E*{l'b-IJm} -0.0152 0.0031 -0.0048 -0.0003 

M=25 
a*{J.Jb -J.Jm} 0.0639 0.0251 0.0174 0.0160 

625=0.2 E {6* } 0.1891 0.1974 0.1929 0.1977 

a {6 } 0.0560 0.0300 0.0031 0.0028 

• 
E*{pb-J.J~} -0.0024 -0.0023 0.0003 -0.0001 

M=SO O'*{J.Jb-JJm} 0.0402 0.0227 0.0149 0.0097 

650=0.1414 E {6 } 0.1481 0.1398 0.1396 0.1395 

• 
a {6 } 0.0286 0.0182 0.0167 0.0154 

• 
E*{pb -JJm} -0.0171 -0.0010 0.0004 -0.0008 

M=IOO O'*{,ub-pm} 0.0323 .0.0152 0.0101 0.0066 

6100 =0.1 E {6* ) 0.0897 0.0959 0.1000 0.0988 

a {6• } 0.0212 0.0107 0.0097 0.0086 

( cont i nued ) 

21 

~·- --~------· ·- ---~~ ~-···- ·-



i 

1. 

I 

i 
'I 
I 
I 

'I 
:l 

I 
:I 
'I 
! 

·-"'-·-·s-·-:-7-~-~-: 

M=200 

6200=0.0707 

M=SOO 

o
500

=0.0447 

M=lOOO 

61000=0.032 

:-:-·-:-·--.-.- :·-::-.---- -·.----·-·-

Table 4 (continuation) 

B 10 50 100 200 i 
•(l'b-l'ml 0.0038 -0.0017 0.0001 o.ooooj 

•{l'b -I'm} 0.0231 0.0107 0.0082 0.0048 
I 

( 6. } 0.0593 0.0692 0.0694 0.0700, 

( 6. } G.0154 0.0078 0.0063 0.0049 

E•{pb-,..,m} -0.0018 0.0007 0.0004 0.0003 

c*{pb -~Jm} 0.0115 0.0072 0.0040 0.0032 

E (6* } 0.043 0.0452 0.0442 0.0446 

c {6* } 0.0095 0.0043 0.0033 0.0024 

E• ( l'b -I'm} 0.0038 0.0001 0.0002 0.0003 

O'*{IJb -#Jm} 0.0079 0.0050 0.0030 0.0022 

E (6* } 0.0322 0.0317 0.0316 0.0315 

a (6* } 0.0073 0.0033 0.0022 0.0017 
- -- - -

22 

Table 5 

The Bayes error matrix obtained by 

by TS within the range 

the leave-one-out 

1·10
5 

<N <2·10
5 

e 

p CNO H VH 

p 0.798 0.102 0.067 0.033 

CNO 0.127 0.688 0.105 0.080 

H 0.072 0.113 0.691 0.1241 

VH 0.034 0.090 0.150 0.726 
--

Table 6 

method. 

Recovered fractions of four groups 

1·10
5

<N <2·10
5 

e 

of nuclei within 

-:.1 
(W. is a ·true· fraction. W 1.n out 

a recovered one ) 

NTS W. E {W } a*{Wout 1 
In * out 

p 200 0.370 0.345 0.038 

CNO 188 0.272 0.229 0.067 

H 194 0.168 0.232 0.057 

VH 163 0.189 0.194 0.019 

'23 
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Figure Captions 

Fig.t Distribution of the characteristics of EAS hadrons with 

Eh> 200GeV. 

* primary protons, +-primary iron nuclei, 

X - region of overlapping, 

a) Total hadron number distribution, 

b) Total hadron energy distribution, 

c) The hadron mean energy distribution in EAS, 

d) Distribution of the average distance of hadrons to 

EAS cores. 

Fig.2 Distribution of the spatial and energy distributions 

dispersion and the coeffi~ients of E-R correlations of 

hadrons with Eh>200 GeV. 

*-primary protons,+- primary iron nuclei. 

X - region of overlapping. 

Fig.3 Distribution of the characteristics of EAS muons with 

E >200GeV. 
~ 

*-primary protons, +-primary iron nuclei, 

X - region of overlapping, 

a) Total muon number distribution, 

b) Total muon energy distribution, 

c) The muon mean energy distribution in EAS, 

d) Distribution of the average distance of muons to 

EAS cores. 

Fig.4 Distribution of the spatial and energy distributions 

dispersion and the coefficients of E-R correlations of 

muons with Eh>200 GeV. 

* primary protons,+- ~rimary iron nuclei, 

X - region of overlaPPing. 
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